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#### Abstract

In this paper, we consider the exponential stabilization problem of a Timoshenko beam with interior local controls with input delays. In the past, most of the stabilization results for the Timoshenko beam were on the boundary control with input delays. In the present paper we shall extend the method treating the boundary control with delays to the case of interior local control with delays. Essentially we design a new dynamic feedback control laws that stabilizes exponentially the system. Detail of the design procedure of the dynamic feedback controller and analysis of the exponential stability are given.
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## 1 Introduction

In the past few years, many of researchers of various fields of science such as mathematics and mechanical engineering have been investigating Timoshenko beam due to its high application in industry. Designing a control law which could stabilize Timoshenko beam system is one of the most fascinating problems that has engaged many of mathematicians and engineers in branch of vibrations. For instance, Kim and Rendary [1] studied the following Timoshenko beam system:

$$
\left\{\begin{array}{l}
\rho w_{t t}(x, t)=K\left(w_{x x}(x, t)-\varphi_{x}(x, t)\right), x \in(0, L) \\
I_{\rho} \varphi_{t t}(x, t)=E I \varphi_{x x}(x, t) \\
\quad \quad+K\left(w_{x}(x, t)-\varphi(x, t)\right), x \in(0, L) \\
\\
w(0, t)=\varphi(0, t)=0 \\
K\left(w_{x}(L, t)-\varphi(L, t)\right)=u_{1}(t) \\
E I \varphi_{x}(L, t)=u_{2}(t)
\end{array}\right.
$$

They applied two boundary controls $u_{1}(t)=$ $-\alpha \frac{\partial w}{\partial t}(L, t)$ and $u_{2}(t)=-\beta \frac{\partial \varphi}{\partial t}(L, t)$ on the free endpoint and obtained the uniformly stability of the closed loop system; Xu and Feng [2] studied the same system and concluded the Riesz basis property of the
closed loop system. Other works on this subject we refer to Xu and Feng [2], Xu and Yung [3], Xu [4] and references therein.

Observe that above design of the feedback control law strongly depends on the precise control time $t$. If there is any small time delay, the feedback control law may be invalid, this fact was found at first by Datko et al. in 1985. Datko et al. [5] studied the effect of time delay in boundary control for the following wave equation
$\left\{\begin{array}{l}w_{t t}(x, t)=w_{x x}(x, t)-2 a w_{t}(x, t)-a^{2} w(x, t), \\ w(0, t)=0, \\ w_{x}(1, t)=-k w_{t}(1, t-\epsilon), \quad t>\epsilon,\end{array}\right.$
and deduced that these feedback control laws were not robust with respect of time delay. Other counterexample we refer to Datko [6] (1988) and [7] (1993) for further instances.

After these works, researchers are starting to turn their attention to systems with time delay. Xu et al. [8] (2006) studied wave equation with boundary control along with time delay as follows:

$$
\left\{\begin{array}{l}
w_{t t}(x, t)=w_{x x}(x, t), x \in(0,1) \\
w(0, t)=0 \\
w_{x}(1, t)=-k \mu w_{t}(1, t)-k(1-\mu) w_{t}(1, t-\tau) \\
w(x, 0)=w_{0}(x), w_{t}(x, 0)=w_{1}(x) \\
w_{t}(1, t-\tau)=f(t-\tau)
\end{array}\right.
$$

with $k>0$. They showed that the closed loop system will be exponentially stable if $\mu>\frac{1}{2}$ for all $\tau>0$, unstable if $\mu<\frac{1}{2}$, and at most asymptotically stable if $\mu=\frac{1}{2}$. One could refer to Nicaise and Pignotti [9](2006), Nicaise and Valien [10] (2007) and more other works that have been done on wave equation and other models [11][12]. Summarizing these works we can conclude the $\frac{1}{2}$-stability criterion. Essentially speaking these works do not include the design of controller, this is because the controller can be regarded as the input-delay $\alpha u(t)+\beta u(t-\tau)$ with feedback control law $u(t)=-w_{t}(1, t)$. Obviously, $\mu<\frac{1}{2}$, these controller fail to work. So, for $\mu<\frac{1}{2}$, the key issue is to design a new feedback control law that could stabilize the system exponentially.

Shang et al. [13](2012) started the boundary controller design for a system with input delay. They studied the following Euler-Bernoulli beam equation:

$$
\left\{\begin{array}{l}
w_{t t}(x, t)+w_{x x x x}(x, t)=0, x \in(0,1) \\
w(0, t)=w_{x}(0, t)=w_{x x}(1, t)=0 \\
w_{x x x}(1, t)=\alpha u(t)+\beta u(t-\tau) \\
w(x, 0)=w_{0}(x), \quad w_{t}(x, 0)=w_{1}(x)
\end{array}\right.
$$

and designed a dynamic feedback controller that consists of two parts, the partial state predictor that transform the delayed system into a undelayed system, design of the collocated feedback controller that gives a control signal. In such a way they proved that the closed loop system is exponentially stable provided $|\alpha| \neq|\beta|$ and all $\tau>0$, and at most asymptotically stable for $|\alpha|=|\beta|$. Xu and Wang [15], Wang and $\mathrm{Xu}[16]$ extended this design to the Timoshenko beam and wave equation respectively. Han and Xu [17] extended the controller design to the case of output-based model. Liu and Xu [17], Shang and Xu [18] improved the control design to fit the distributed delay, [19] and [20] for case of output-based models.

In all the aforementioned works, the obtained results mainly are on the boundary control with delay. In the present paper, our aim is to extend the design approach of controller from the boundary control to interior distributed control. Here we mainly consider a Timoshenko beam with time delay in the internal control. More precisely, we study the following Tim-
oshenko beam:

$$
\left\{\begin{array}{l}
\rho w_{t t}(x, t)=K\left(w_{x x}(x, t)-\varphi_{x}(x, t)\right) \\
\quad+a(x)\left[\alpha_{1} u_{1}(x, t)+\beta_{1} u_{1}(x, t-\tau)\right], x \in(0,1) \\
I_{\rho} \varphi_{t t}(x, t)=E I \varphi_{x x}(x, t)+K\left(w_{x}(x, t)-\varphi(x, t)\right) \\
\quad+b(x)\left[\alpha_{2} u_{2}(x, t)+\beta_{2} u_{2}(x, t-\tau)\right], x \in(0,1) \\
\left.w(0, t)=\varphi_{( } 0, t\right)=0 \\
K\left(w_{x}(1, t)-\varphi(1, t)\right)=0 \\
E I \varphi_{x}(1, t)=0, \\
w(x, 0)=w_{0}(x), \quad w_{t}(x, 0)=w_{1}(x) \\
\varphi(x, 0)=\varphi_{0}(x), \quad \varphi_{t}(x, 0)=\varphi_{1}(x) \\
u_{1}(x, \theta)=f_{1}(x, \theta), \quad u_{2}(x, \theta)=f_{2}(x, \theta) \tag{1}
\end{array}\right.
$$

where $a(x)$ and $b(x)$ are nonnegative and piecewisely continuous functions and satisfy the condition that there exists an interval $\left[c_{1}, c_{2}\right] \subset[0,1]$ such that

$$
\begin{equation*}
a(x)>a_{0}>0, \quad b(x)>b_{0}>0, \quad x \in\left[c_{1}, c_{2}\right] \tag{2}
\end{equation*}
$$

This is an extensive model of Timoshenko beam with the distributed controls and input delays. For examples, if $\beta_{1}=\beta_{2}=0$, Shi and Fend [21], Soufyane and Whebe [22] studied the exponential stability of the system under the collocated feedback control law. If $\alpha_{j}>\beta_{j}>0$, Raposo et al. [23] studied the exponential stability of the system under the collocated feedback control law. In this paper, we shall remove the restriction on $\alpha_{j}$ and $\beta_{j}, j=1,2$, and design a dynamic controller for the above system, that could stabilize the system exponentially for al$1\left|\alpha_{j}\right| \neq\left|\beta_{j}\right|(j=1,2) ; \forall \tau>0$.

The rest of this paper is organized as follows. In section 2 , we describe the design procedure of controller, that includes the three steps: the first step is to transform the system (1) into a system without delays; the second step is to design the collocated feedback controllers for the resulted system, and generates the control signals; the third step is to feed the control signal into the system (1), and hence forms a closed loop system. Since there are great calculations in this section, to simplify contents, we postponed some detail calculations to appendix. In section 3, we prove the main results of this paper. Essentially we prove that system (1) under the controls is exponentially stable for any $\left|\alpha_{j}\right| \neq\left|\beta_{j}\right|, j=1,2$. In section 4 , we conclude this paper.

## 2 Design of Dynamic Feedback Controller

In this section we describe the design procedure of dynamic feedback controllers for the system (1). The design idea is similar to that used in boundary control with delays.

Step 1. We find a transform that transforms the system (1) into the objective system:

$$
\left\{\begin{array}{l}
p_{1, t}(x, t)=q_{1}(x, t)  \tag{3}\\
\quad+\alpha_{1} \int_{0}^{1} H_{1}(x, \tau, y) a(y) u_{1}(y, t) d y \\
\quad+\alpha_{2} \int_{0}^{1} H_{2}(x, \tau, y) b(y) u_{2}(y, t) d y \\
p_{2, t}(x, t)=q_{2}(x, t) \\
\quad+\alpha_{1} \int_{0}^{1} H_{3}(x, \tau, y) a(y) u_{1}(y, t) d y \\
\quad+\alpha_{2} \int_{0}^{1} H_{4}(x, \tau, y) b(y) u_{2}(y, t) d y \\
q_{1, t}(x, t)=\frac{K}{\rho}\left(p_{1, x x}(x, t)-p_{2, x}(x, t)\right) \\
\quad+\alpha_{1} \int_{0}^{1} H_{5}(x, \tau, y) a(y) u_{1}(y, t) d y \\
\quad+\alpha_{2} \int_{0}^{1} H_{6}(x, \tau, y) b(y) u_{2}(y, t) d y \\
\quad+\frac{\beta_{1}}{\rho} a(x) u_{1}(x, t) \\
q_{2, t}(x, t)=\frac{E I}{I_{\rho}} p_{2, x x}(x, t) \\
\quad+\frac{K}{I_{\rho}}\left(p_{1, x}(x, t)-p_{2}(x, t)\right) \\
\quad+\alpha_{1} \int_{0}^{1} H_{7}(x, \tau, y) a(y) u_{1}(y, t) d y \\
\quad+\alpha_{2} \int_{0}^{1} H_{8}(x, \tau, y) b(y) u_{2}(y, t) d y \\
\quad+\frac{\beta_{2}}{I_{\rho}} b(x) u_{2}(x, t), \\
p_{1}(0, t)=p_{2}(0, t)=q_{1}(0, t)=q_{2}(0, t)=0, \\
K\left(p_{1, x}(1, t)-p_{2}(1, t)\right)=0, \\
E I p_{2, x}(1, t)=0, \\
p_{1}(x, 0)=G_{1}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\quad-\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{1}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad-\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{2}(x, s, y) b(y) f_{2}(y, s) d y d s \\
p_{2}(x, 0)=G_{2}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\quad-\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{3}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad-\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{4}(x, s, y) b(y) f_{2}(y, s) d y d s \\
q_{1}(x, 0)=G_{3}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\quad+\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{5}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad+\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{6}(x, s, y) b(y) f_{2}(y, s) d y d s \\
q_{2}(x, 0)=G_{4}\left(\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x)\right. \\
\quad+\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{7}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad+\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{8}(x, s, y) b(y) f_{2}(y, s) d y d s .
\end{array}\right.
$$

To realize the transform, we suppose that the state of the system (1) is valid. Similarly we introduce the partial state predictive system as

$$
\left\{\begin{array}{l}
\rho \widehat{w}_{s s}(x, s, t)-K\left(\widehat{w}_{x x}-\widehat{\varphi}_{x}\right)(x, s, t) \\
=\beta_{1} a(x) u_{1}(x, t-\tau+s), x \in(0,1), s \in(0, \tau) \\
I_{\rho} \widehat{\varphi}_{s s}(x, s, t)-E I \widehat{\varphi}_{x x}(x, s, t)-K\left(\widehat{w}_{x}-\widehat{\varphi}\right)(x, s, t) \\
=\beta_{2} b(x) u_{2}(x, t-\tau+s), x \in(0,1), s \in(0, \tau) ; \\
\widehat{w}(0, s, t)=\widehat{\varphi}(0, s, t)=0 \\
K\left(\widehat{w}_{x}-\widehat{\varphi}\right)(1, s, t)=0 \\
E I \widehat{\varphi}_{x}(1, s, t)=0 \\
\widehat{w}(x, 0, t)=w(x, t), \widehat{w}_{s}(x, 0, t)=w_{t}(x, t) \\
\widehat{\varphi}(x, 0, t)=\varphi(x, t), \widehat{\varphi}_{s}(x, 0, t)=\varphi_{t}(x, t) \tag{4}
\end{array}\right.
$$

and take

$$
\left\{\begin{array}{l}
p_{1}(x, t)=\widehat{w}(x, \tau, t)  \tag{5}\\
q_{1}(x, t)=\widehat{w}_{s}(x, \tau, t) \\
p_{2}(x, t)=\widehat{\varphi}(x, \tau, t) \\
q_{2}(x, t)=\widehat{\varphi}_{s}(x, \tau, t)
\end{array}\right.
$$

Then $\left(p_{1}, p_{2}, q_{1}, q_{2}\right)$ satisfy the equation (3), and the functions $G_{k}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x), k=1,2,3,4$, $H_{j}(x, s, y), j=1,2, \cdots, 8$, are given in Appendix.
Step 2. We design feedback control law for system (3) that may stabilize the system. Hence we get a control signal.

In order to get the right control signal, we consider the energy function of (3)

$$
\begin{aligned}
\mathcal{E}(t)= & \frac{1}{2} \int_{0}^{1}\left[K\left(p_{1, x}(x, t)-p_{2}(x, t)\right)^{2} d x\right. \\
& \left.+\frac{1}{2} \int_{0}^{1} E I p_{2, x}^{2}(x, t)\right] d x \\
& +\frac{1}{2} \int_{0}^{1}\left[\rho q_{1}^{2}(x, t)+I_{\rho} q_{2}^{2}(x, t)\right] d x
\end{aligned}
$$

A direct calculation gives

$$
\begin{aligned}
& \frac{d \mathcal{E}(t)}{d t}= \\
& \alpha_{1} \int_{0}^{1} a(y) u_{1}(y, t)\left[\int_{0}^{1} K\left(p_{1, x}(x, t)-p_{2}(x, t)\right)\right. \\
& \left.\quad\left(\partial_{x} H_{1}(x, \tau, y)-H_{3}(x, \tau, y)\right) d x\right] d y \\
& +\alpha_{1} \int_{0}^{1} a(y) u_{1}(y, t) d y \int_{0}^{1} E I p_{2, x}(x, t) \\
& \partial_{x} H_{3}(x, \tau, y) d x \\
& +\alpha_{1} \int_{0}^{1} a(y) u_{1}(y, t) d y \int_{0}^{1} \rho q_{1}(x, t) H_{5}(x, \tau, y) d x \\
& +\alpha_{1} \int_{0}^{1} a(y) u_{1}(y, t) d y \int_{0}^{1} I_{\rho} q_{2}(x, t) H_{7}(x, \tau, y) d x \\
& +\beta_{1} \int_{0}^{1} a(y) u_{1}(y, t) q_{1}(y, t) d x \\
& +\alpha_{2} \int_{0}^{1} b(y) u_{1}(y, t)\left[\int_{0}^{1} K\left(p_{1, x}(x, t)-p_{2}(x, t)\right)\right. \\
& \left.\left(\partial_{x} H_{2}(x, \tau, y)-H_{4}(x, \tau, y)\right) d x\right] d y \\
& +\alpha_{2} \int_{0}^{1} b(y) u_{2}(y, t) d y \int_{0}^{1} E I p_{2, x}(x, t) \\
& \partial_{x} H_{4}(x, \tau, y) d x \\
& +\alpha_{2} \int_{0}^{1} b(y) u_{2}(y, t) d y \int_{0}^{1} \rho q_{1}(x, t) H_{6}(x, \tau, y) d x \\
& +\alpha_{2} \int_{0}^{1} b(y) u_{2}(y, t) d y \int_{0}^{1} I_{\rho} q_{2}(x, t) H_{8}(x, \tau, y) d x
\end{aligned}
$$

$$
+\beta_{2} \int_{0}^{1} b(y) u_{2}(y, t) q_{2}(y, t) d y
$$

Subsequently, the feedback control laws can be considered as follows:

$$
\begin{align*}
& u_{1}(y, t)=-U_{1}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, t) \\
=\quad & -\left[\beta_{1} q_{1}(y, t)+\alpha_{1} \int_{0}^{1} K\left(p_{1, x}(x, t)-p_{2}(x, t)\right)\right. \\
& \left(\partial_{x} H_{1}(x, \tau, y)-H_{3}(x, \tau, y)\right) d x \\
& +\alpha_{1} \int_{0}^{1} E I p_{2, x}(x, t) \partial_{x} H_{3}(x, \tau, y) d x \\
& +\alpha_{1} \int_{0}^{1} \rho q_{1}(x, t) H_{5}(x, \tau, y) d x \\
& \left.+\alpha_{1} \int_{0}^{1} I_{\rho} q_{2}(x, t) H_{7}(x, \tau, y) d x\right]  \tag{6}\\
& u_{2}(y, t)=-U_{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, t) \\
=\quad & -\left[\beta_{2} q_{2}(y, t)+\alpha_{2} \int_{0}^{1} K\left(p_{1, x}(x, t)-p_{2}(x, t)\right)\right. \\
& \left(\partial_{x} H_{2}(x, \tau, y)-H_{4}(x, \tau, y)\right) d x \\
+ & \alpha_{2} \int_{0}^{1} E I p_{2, x}(x, t) \partial_{x} H_{4}(x, \tau, y) d x \\
& +\alpha_{2} \int_{0}^{1} \rho q_{1}(x, t) H_{6}(x, \tau, y) d x \\
+ & \left.\alpha_{2} \int_{0}^{1} I_{\rho} q_{2}(x, t) H_{8}(x, \tau, y) d x\right] . \tag{7}
\end{align*}
$$

Based on the feedback control laws, we have

$$
\begin{aligned}
& \frac{d \mathcal{E}(t)}{d t}=-\int_{0}^{1} a(y) U_{1}^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, t) \\
& \quad-\int_{0}^{1} b(y) U_{2}^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, t) d y \leq 0
\end{aligned}
$$

Under this feedback control law, the closed loop system associated with (3) is

$$
\left\{\begin{array}{l}
p_{1, t}(x, t)=q_{1}(x, t) \\
-\alpha_{1} \int_{0}^{1} H_{1}(x, \tau, y) a(y) U_{1}(y, t) d y \\
-\alpha_{2} \int_{0}^{1} H_{2}(x, \tau, y) b(y) U_{2}(y, t) d y \\
p_{2, t}(x, t)=q_{2}(x, t) \\
-\alpha_{1} \int_{0}^{1} H_{3}(x, \tau, y) a(y) U_{1}(y, t) d y \\
-\alpha_{2} \int_{0}^{1} H_{4}(x, \tau, y) b(y) U_{2}(y, t) d y \\
q_{1, t}(x, t)=\frac{K}{\rho}\left(p_{1, x x}(x, t)-p_{2, x}(x, t)\right) \\
-\alpha_{1} \int_{0}^{1} H_{5}(x, \tau, y) a(y) U_{1}(y, t) d y \\
-\alpha_{2} \int_{0}^{1} H_{6}(x, \tau, y) b(y) U_{2}(y, t) d y \\
-\frac{\beta_{1}}{\rho} a(x) U_{1}(x, t) \\
q_{2, t}(x, t)=\frac{E I}{I_{\rho}} p_{2, x x}(x, t) \\
+\frac{K}{I_{\rho}}\left(p_{1, x}(x, t)-p_{2}(x, t)\right) \\
-\alpha_{1} \int_{0}^{1} H_{7}(x, \tau, y) a(y) U_{1}(y, t) d y \\
-\alpha_{2} \int_{0}^{1} H_{8}(x, \tau, y) b(y) U_{2}(y, t) d y \\
-\frac{\beta_{2}}{I_{\rho}} b(x) U_{2}(x, t),
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
p_{1}(0, t)=p_{2}(0, t)=q_{1}(0, t)=q_{2}(0, t)=0 \\
K\left(p_{1, x}(1, t)-p_{2}(1, t)\right)=0 \\
E I p_{2, x}(1, t)=0 \\
p_{1}(x, 0)=G_{1}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\quad-\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{1}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad-\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{2}(x, s, y) b(y) f_{2}(y, s) d y d s \\
p_{2}(x, 0)=G_{2}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\quad-\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{3}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad-\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{4}(x, s, y) b(y) f_{2}(y, s) d y d s \\
q_{1}(x, 0)=G_{3}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\quad+\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{5}(x, s, y) a(y) f_{1}(y, s) d y d s \\
\quad+\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{6}(x, s, y) b(y) f_{2}(y, s) d y d s \\
q_{2}(x, 0)=G_{4}\left(\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x)\right. \\
\quad+\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{7}(x, s, y) a(y) f_{1}(y, s) d y d s  \tag{8}\\
\quad+\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{8}(x, s, y) b(y) f_{2}(y, s) d y d s
\end{array}\right.
$$

Step 3. We feed the control signals both (6) and (7) back to the system (1) and get that the following system:

$$
\left\{\begin{array}{l}
\rho w_{t t}(x, t)=K\left(w_{x x}(x, t)-\varphi_{x}(x, t)\right)  \tag{9}\\
\quad-a(x)\left[\alpha_{1} U_{1}(P, Q)(x, t)+\beta_{1} U_{1}(P, Q)(x, t-\tau)\right], \\
I_{\rho} \varphi_{t t}(x, t)=E I \varphi_{x x}(x, t)+K\left(w_{x}(x, t)-\varphi(x, t)\right) \\
\quad-b(x)\left[\alpha_{2} U_{2}(P, Q)(x, t)+\beta_{2} U_{2}(P, Q)(x, t-\tau)\right] \\
w(0, t)=\varphi_{( }(0, t)=0 \\
K\left(w_{x}(1, t)-\varphi(1, t)\right)=0, \\
E I \varphi_{x}(1, t)=0, \\
w(x, 0)=w_{0}(x), \quad w_{t}(x, 0)=w_{1}(x), \\
\varphi(x, 0)=\varphi_{0}(x), \varphi_{t}(x, 0)=\varphi_{1}(x) \\
u_{1}(x, \theta)=f_{1}(x, \theta), u_{2}(x, \theta)=f_{2}(x, \theta) .
\end{array}\right.
$$

Our main results are as the following.
Theorem 1 If the system (8) is exponentially stable, then the system (9) also is exponentially stable; If the system 8 is asymptotically stable, so is (9).

Theorem 2 Assume that $a(x), b(x)$ satisfy the condition (2), and assume that $\frac{K}{\rho} \neq \frac{E I}{I_{\rho}}$. Then for any $\tau>0$, the energy function of the system (8) decays exponentially provided that $\left|\alpha_{j}\right| \neq\left|\beta_{j}\right|(j=1,2)$.

## 3 Proofs of main results

In this section we prove Theorems 1 and 2. For simplicity of notation, we introduce some spaces.

Let $H^{k}[0,1]$ be the usual sobolev space of order $k$. Set $V_{e}^{k}[0,1]=\left\{f \in H^{k}[0,1] \mid f(0)=0\right\}$.

Let space be

$$
\mathcal{H}=V_{e}^{1}[0,1] \times V_{e}^{1}[0,1] \times L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]
$$

equipped with inner product

$$
\begin{aligned}
& \langle F, G\rangle_{\mathcal{H}}= \\
& \int_{0}^{1} K\left(f_{1}(x)-f_{2}(x)\right)\left(g_{1}^{\prime}(x)-g_{2}(x)\right) d x \\
& +\int_{0}^{1} E I f_{2}^{\prime}(x) g_{2}^{\prime}(x) d x+\int_{0}^{1} \rho f_{3}(x) g_{3}(x) d x \\
& +\int_{0}^{1} I_{\rho} f_{4}(x) g_{( }(x) d x
\end{aligned}
$$

for $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right), G=\left(g_{1}, g_{2}, g_{3}, g_{4}\right) \in \mathcal{H}$.
It is easy to check that $\mathcal{H}$ is a real Hilbert space.
Lemma 3 (See[11, Lemma 2.1]) Let the differential operator in $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$ be defined by

$$
\begin{aligned}
& \mathcal{J}\left[\begin{array}{c}
w \\
\varphi
\end{array}\right]=-\left[\begin{array}{c}
\frac{K}{\rho}\left(w^{\prime \prime}(x)-\varphi^{\prime}(x)\right) \\
\frac{E I}{I_{\rho}} \varphi^{\prime \prime}(x)+\frac{K}{I_{\rho}}\left(w^{\prime}(x)-\varphi(x)\right)
\end{array}\right] \\
& \mathcal{D}(\mathcal{J})=\left\{(w(x), \varphi(x)) \in H^{2}(0,1) \times H^{2}(0,1)\right. \\
& w(0)=\varphi(0)=0, K\left(w^{\prime}(1)-\varphi(1)\right)=0 \\
& \left.E I \varphi^{\prime}(1)=0\right\}
\end{aligned}
$$

Then $\mathcal{J}$ is a self-adjoin and positive definite operator with compact resolvent in $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$, its eigenvalues are

$$
0<\lambda_{1}<\lambda_{2} \leq \ldots \leq \lambda_{n} \leq \ldots
$$

and the eigenfunctions $\Phi_{n}(x)=\left(w_{n}(x), \varphi_{n}(x)\right)^{T}$ corresponding to $\lambda_{n}$ are real functions and form a normalised orthogonal basis for $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$.

Note that

$$
\begin{gathered}
(\mathcal{J}(w, \varphi),(w, \varphi))_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} \\
=\int_{0}^{1} K\left(w^{\prime}(x)-\varphi(x)\right)^{2} d x+\int_{0}^{1} E I\left(\varphi^{\prime}(x)\right)^{2} d x
\end{gathered}
$$

so, we can rewrite $\mathcal{H}$ as

$$
\mathcal{H}=\mathcal{D}\left(\mathcal{J}^{\frac{1}{2}}\right) \times H, \quad H=L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]
$$

Set
$X(x, t)=(w(x, t), \varphi(x, t))^{T}$,
$X_{t}(x, t)=\left(w_{t}(x, t), \varphi_{t}(x, t)\right)^{T}$,
$P(x, t)=\left(p_{1}(x, t), p_{2}(x, t)\right)^{T}$,
$Q(x, t)=\left(q_{1}(x, t), q_{2}(x, t)^{T}\right.$,
$U(x, t)=\left(u_{1}(x, t), u_{2}(x, t)\right)^{T}$,
$U(P, Q)=\left(U_{1}\left(p_{1}, p_{2}, q_{1}, q_{2}\right), U_{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)\right)^{T}$.

Then the system (9) can be written as

$$
\begin{gather*}
\frac{\partial}{\partial t}\binom{X(x, t)}{X_{t}(x, t)}=\left(\begin{array}{cc}
0 & I \\
-\mathcal{J} & 0
\end{array}\right)\binom{X(x, t)}{X_{t}(x, t)} \\
-\binom{0}{A(x)\left[\Delta_{1} U(x, t)+\Delta_{2} U(x, t-\tau)\right]} \tag{10}
\end{gather*}
$$

and the system (8) can be written as

$$
\left.\begin{array}{l}
\frac{\partial}{\partial t}\binom{P(x, t)}{Q(x, t)}=\left(\begin{array}{cc}
0 & I \\
-\mathcal{J} & 0
\end{array}\right)\binom{P(x, t)}{Q(x, t)}- \\
\operatorname{Sin}(\tau \mathcal{J}) A(.) \Delta_{1} U(P, Q)  \tag{11}\\
\operatorname{Cos}(\tau \mathcal{J}) A(.) \Delta_{1} U(P, Q)-A(x) \Delta_{2} U(P, Q)
\end{array}\right)
$$

where $\operatorname{Sin}(\tau \mathcal{J})$ and $\operatorname{Cos}(\tau \mathcal{J})$ are defined as in Appendix.

### 3.1 The Proof of Theorem 1

In this subsection we prove that the system (9) (i.e., the system (1) with controls (6) and (7) has the same stability as that of the system (8). In the sequel, the notations $\mathcal{J}, A(x), \Delta_{j}$ are the same as in Appendix.

We begin with considering the error of both systems (1) and (4):

$$
e(x, s, t)=X(x, s+t)-\widehat{X}(x, s, t)
$$

It is easy to see that $e(x, s, t)$ satisfies the following vector-valued equation:

$$
\left\{\begin{array}{l}
e_{s s}(x, s, t)+\mathcal{J} e(x, s, t)  \tag{12}\\
=A(x) \Delta_{1} U(x, t+s), x \in(0,1), s \in(0, \tau) \\
e(0, s, t)=0, \quad s \in(0, \tau), t>0 \\
\Gamma_{N} e(., s, t)=0, \quad s \in(0, \tau), t>0 \\
e(x, 0, t)=0, \quad e_{s}(x, 0, t)=0, \quad x \in(0,1)
\end{array}\right.
$$

Consequently, the energy function of the error system is

$$
\begin{aligned}
\varepsilon(s, t)= & \frac{1}{2}\left\|\left(e(., s, t), e_{s}(., s, t)\right)\right\|_{\mathcal{H}}^{2} \\
= & \frac{1}{2}\left[\left(\mathcal{J}^{\frac{1}{2}} e(., s, t), \mathcal{J}^{\frac{1}{2}} e(., s, t)\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right. \\
& \left.+\left(e_{s}(., s, t), e_{s}(., s, t)\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right]
\end{aligned}
$$

Based on the equation (12), we can calculate

$$
\frac{\partial \varepsilon(s, t)}{\partial s}=\left(A(.) \Delta_{1} U(., t+s), e_{s}(., s, t)\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}
$$

and hence
$\varepsilon(\tau, t)=\int_{0}^{\tau}\left(A(.) \Delta_{1} U(\cdot, t+s), e_{s}(\cdot, s, t)\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} d s$.

Note that
$\operatorname{Cos}(t \mathcal{J}) F=\sum_{n=1}^{\infty} \cos \sqrt{\lambda_{n}} t\left(F, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} \Phi_{n}(x)$
and
$e_{s}(x, s, t)=\int_{0}^{s} \operatorname{Cos}((s-r) \mathcal{J}) A(\cdot) \Delta_{1} U(\cdot, t+r) d r$.
Thus we have

$$
\begin{aligned}
& \left(A(.) \Delta_{1} U(., t+s), e_{s}(., s, t)\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} \\
= & \int_{0}^{s} \sum_{n=1}^{\infty} \cos \sqrt{\lambda_{n}}(s-r) \\
& \left(A(.) \Delta_{1} U(., t+r), \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} \\
& \left(A(\cdot) \Delta_{1} U(\cdot, t+s), \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} d r .
\end{aligned}
$$

Using Cauchy-Schwartz inequality, by a detailed estimate, we can get that there are positive constants $N_{j}, j=1,2,3$, depended only on $\alpha_{1}, \alpha_{2}$ such that

$$
\begin{aligned}
& \varepsilon(\tau, t) \leq \\
& \tau N_{1} \int_{0}^{\tau}\left(\int_{0}^{1} a(x) u_{1}(x, t+s) d x\right)^{2} d s \\
& +2 \tau N_{2} \int_{0}^{\tau}\left(\int_{0}^{1} a(x) u_{1}(x, t+s) d x\right) \times \\
& \\
& \left(\int_{0}^{1} b(x) u_{2}(x, t+s) d x\right) d s \\
& \quad+\tau N_{3} \int_{0}^{\tau}\left(\int_{0}^{1} b(x) u_{2}(x, t+s) d x\right)^{2} d s \\
& \leq \quad \tau N_{1} \int_{0}^{1} a(x) d x \int_{0}^{\tau} \int_{0}^{1} a(x) u_{1}^{2}(x, t+s) d x d s \\
& \quad+\tau N_{3} \int_{0}^{1} b(x) d x \int_{0}^{\tau} \int_{0}^{1} b(x) u_{2}^{2}(x, t+s) d x d s \\
& \quad+\tau N_{2} \int_{0}^{1} a(x) d x \int_{0}^{\tau} \int_{0}^{1} a(x) u_{1}^{2}(x, t+s) d x d s \\
& \quad+\tau N_{2} \int_{0}^{1} b(x) d x \int_{0}^{\tau} \int_{0}^{1} b(x) u_{2}^{2}(x, t+s) d x d s \\
& \leq M \int_{t}^{t+\tau} \int_{0}^{1}\left[a(x) u_{1}^{2}(x, s)+b(x) u_{2}^{2}(x, s)\right] d x d s
\end{aligned}
$$

where $M=\max \left\{\left(\tau N_{1}+\tau N_{2}\right)\|a\|_{1},\left(\tau N_{2}+\right.\right.$ $\left.\left.\tau N_{3}\right)\|b\|_{1}\right\}$.

Let $\mathcal{E}(t)$ be the energy function of system (8). From the section 2 we see that

$$
\begin{aligned}
& \frac{d \mathcal{E}(t)}{d t}=-\int_{0}^{1} a(y) U_{1}^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, t) d y \\
& \quad-\int_{0}^{1} b(y) U_{2}^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, t) d y \leq 0
\end{aligned}
$$

So
$\mathcal{E}(t+\tau)+\int_{0}^{\tau} \int_{0}^{1} a(y) U_{1}^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, s) d y$
$+\int_{0}^{\tau} \int_{0}^{1} b(y) U_{2}^{2}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)(y, s) d y d s=\mathcal{E}(t)$.
Therefore, we have

$$
\begin{aligned}
& \varepsilon(\tau, t)=\frac{1}{2} \\
& \left\|\left(X(\cdot, t+\tau), X_{t}(\cdot, t+\tau)\right)-\left(\widehat{X}(\cdot, \tau, t), \widehat{X}_{s}(\cdot, \tau, t)\right)\right\|_{\mathcal{H}}^{2} \\
& =\frac{1}{2}\left\|\left(X(\cdot, t+\tau), X_{t}(\cdot, t+\tau)\right)-(P(\cdot, t), Q(\cdot, t))\right\|_{\mathcal{H}}^{2} \\
& \leq M(\mathcal{E}(t)-\mathcal{E}(t+\tau)) .
\end{aligned}
$$

The desired result follows from above inequality.

### 3.2 The Proof of Theorem 2

Note that the vector from of system (3) is

$$
\left\{\begin{array}{l}
P_{t}(x, t)=Q(x, t)+\operatorname{Sin}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t)  \tag{13}\\
Q_{t}(x, t)=-\mathcal{J} P(x, t)+\operatorname{Cos}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t) \\
\quad+A(x) \Delta_{2} U(x, t) \\
P(x, 0)=P_{0}(x) \\
Q(x, 0)=Q_{0}(x)
\end{array}\right.
$$

We determine its dual system as follows:

$$
\begin{aligned}
& \int_{0}^{T}\left(\mathcal{J}^{\frac{1}{2}} P_{t}(t), \mathcal{J}^{\frac{1}{2}} W(t)\right)_{H}+\left(Q_{t}(t), V(t)\right)_{H} d t \\
& =\left(\mathcal{J}^{\frac{1}{2}} P(t), \mathcal{J}^{\frac{1}{2}} W(t)\right)_{H}+(Q(t), V(t))_{H} \\
& -\int_{0}^{T}\left(\mathcal{J}^{\frac{1}{2}} P(t), \mathcal{J}^{\frac{1}{2}} W_{t}(t)\right)_{H}+\left(Q(t), V_{t}(t)\right)_{H} d t \\
& =\int_{0}^{T}\left(\mathcal { J } ^ { \frac { 1 } { 2 } } \left[Q(x, t)+\operatorname{Sin}(\tau \mathcal{J}) A(.) \Delta_{1}\right.\right. \\
& \left.U(., t)], \mathcal{J}^{\frac{1}{2}} W(t)\right)_{H} d t \\
& +\int_{0}^{T}\left(-\mathcal{J} P(x, t)+\operatorname{Cos}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t)\right. \\
& \left.\quad+A(.) \Delta_{2} U(., t), V(t)\right)_{H} d t \\
& =\int_{0}^{T}\left(\mathcal{J}^{\frac{1}{2}} Q(., t), \mathcal{J}^{\frac{1}{2}} W(t)\right)_{H} d t \\
& +\int_{0}^{T}\left(\mathcal{J}^{\frac{1}{2}} \operatorname{Sin}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t), \mathcal{J}^{\frac{1}{2}} W(t)\right)_{H} d t \\
& +\int_{0}^{T}(-\mathcal{J} P(x, t), V(t))_{H} d t \\
& +\int_{0}^{T}\left(\operatorname{Cos}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+A(.) \Delta_{2} U(., t), V(t)\right)_{H} d t \\
= & -\int_{0}^{T}\left(\mathcal{J}^{\frac{1}{2}} P(x, t), \mathcal{J}^{\frac{1}{2}} V(t)\right)_{H} d t \\
+ & \int_{0}^{T}(Q(x, t), \mathcal{J} W(t))_{H} d t \\
+ & \int_{0}^{T}\left(U(., t), \Delta_{1} A(.) \operatorname{Sin}(\tau \mathcal{J}) W(t)\right)_{H} d t \\
+ & \int_{0}^{T}\left(U(., t), \Delta_{1} A(.) \operatorname{Cos}(\tau \mathcal{J}) V(t)\right)_{H} d t \\
+ & \int_{0}^{T}\left(U(., t), \Delta_{2} A(.) V(t)\right)_{H} d t
\end{aligned}
$$

where we have used the property of diagonal matrix of $A(x), \Delta_{1}$ and $\Delta_{2}$. So its dual observation system is

$$
\left\{\begin{array}{l}
W_{t}(x, t)=V(x, t), \quad x \in(0,1), t>0  \tag{14}\\
V_{t}(x, t)=-\mathcal{J} W(x, t), \quad x \in(0,1), t>0 \\
W(x, 0)=W_{0}, \quad V(x, 0)=V_{0} \\
Y(x, t)=C(W, V) \\
=A(x) \Delta_{2} V(x, t)+A(x) \Delta_{1} \operatorname{Sin}(\tau \mathcal{J}) \mathcal{J} W(., t) \\
\quad+A(x) \Delta_{1} \operatorname{Cos}(\tau \mathcal{J}) V(., t) .
\end{array}\right.
$$

So the closed loop system (8) can be resulted by the collocated feedback of system (14)

$$
\begin{align*}
\binom{P_{t}(x, t)}{Q_{t}(x, t)}= & \left(\begin{array}{cc}
0 & I \\
-\mathcal{J} & 0
\end{array}\right)\binom{P(x, t)}{Q(x, t)} \\
& -C^{*} C\binom{P(x, t)}{Q(x, t)} \tag{15}
\end{align*}
$$

Therefore, the exponential stabilization of the system (8) is equivalent to the exact observability of the system (14) in finite time (see [24]).

To study the exact observability of system (14), we need the following Lemma.

Lemma 4 (See [16, Proposition 3.4], or [11, Lemma 4.1]) Let $H$ be a separable Hilbert space, and $\mathcal{J}$ be an unbounded positive definite operator. Assume that $\mathcal{J}$ satisfies the following conditions:

- $\mathcal{J}$ has compact resolvent and its spectrum is $\sigma(\mathcal{J})=\left\{\lambda_{n} ; n \in \mathbb{N}\right\}$.
- the spectra of $\mathcal{J}$ satisfy the separable condition

$$
\inf _{m \neq n}\left\{\sqrt{\lambda_{n}}-\sqrt{\lambda_{m}}\right\}=\delta>0
$$

- the corresponding eigenvectors $\left\{\Phi_{n} ; n \in \mathbb{N}\right\}$ with $\left\|\Phi_{n}\right\|_{H}=1$ form a normalised orthogonal basis for $H$.

Let $Y$ be a Hilbert space. Assume that $C: \mathcal{D}\left(\mathcal{J}^{\frac{1}{2}}\right) \times$ $H \rightarrow Y$ is an admissible observation operator for $\left(\begin{array}{cc}0 & I \\ -\mathcal{J} & 0\end{array}\right)$. Then the second order linear system

$$
\left\{\begin{array}{l}
K_{t t}(t)+\mathcal{J} K(t)=0 \\
K(0)=K_{0} \quad K_{t}(0)=K_{1} \\
Y(t)=C\left(K, K_{t}\right)
\end{array}\right.
$$

is exactly observable in finite time on the energy space $\mathcal{H}=\mathcal{D}\left(\mathcal{J}^{\frac{1}{2}}\right) \times H$ if and only if

$$
\begin{equation*}
\inf _{n \in \mathbb{N}}\left\|C\left(\frac{1}{i \sqrt{\lambda_{n}}} \Phi_{n}, \Phi_{n}\right)\right\|_{Y}^{2}>0 \tag{16}
\end{equation*}
$$

We are now in a position to check the exact observability of the system (14) in finite time. In our model, the space $Y=H=L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1] . \mathcal{J}$ is defined as in Lemma 3. If $\frac{K}{\rho} \neq \frac{E I}{I_{\rho}}$, then the condition 2 of Lemma 4 is fulfilled. The Lemma 3 asserts that $\Phi_{n}=\left(w_{n}(x), \varphi_{n}(x)\right)^{T}$ satisfy the condition 3. Obviously, $C$ is admissible operator. According to Lemma 4 , we only need to check the condition (16). Since

$$
\begin{aligned}
& C\left(\frac{1}{i \sqrt{\lambda_{n}}} \Phi_{n}, \Phi_{n}\right) \\
& =A(x) \Delta_{2} \Phi_{n}(x) \\
& +A(x) \Delta_{1}\left(\mathcal{J}^{\frac{1}{2}} \operatorname{Sin}(\tau \mathcal{J})\right) \mathcal{J}^{\frac{1}{2}} \frac{1}{i \sqrt{\lambda_{n}}} \Phi_{n} \\
& +A(x) \Delta_{1}(\operatorname{Cos}(\tau \mathcal{J})) \Phi_{n} \\
& \left(\begin{array}{cc}
\left.\begin{array}{ll}
\frac{a(x)}{\rho} & \\
\frac{b(x)}{I_{\rho}}
\end{array}\right)\left(\begin{array}{cc}
\beta_{1} & \\
& \beta_{2}
\end{array}\right)\binom{w_{n}(x)}{\varphi_{n}(x)} \\
& \left(\begin{array}{cc}
\frac{a(x)}{\rho} & \\
-i \sin \tau \sqrt{\lambda_{n}} w_{n}(x) \\
-i \sin \tau \sqrt{\lambda_{n}} \varphi_{n}(x)
\end{array}\right)\left(\begin{array}{cc}
\alpha_{1} & 0 \\
0 & \alpha_{2}
\end{array}\right) \times \\
& +\binom{\frac{a(x)}{\rho}}{\frac{b(x)}{I_{\rho}}}\left(\begin{array}{cc}
\alpha_{1} & \alpha_{2}
\end{array}\right) \times \\
= & \left(\begin{array}{l}
\left.\begin{array}{l}
\cos \tau \sqrt{\lambda_{n}} w_{n}(x) \\
\cos \tau \sqrt{\lambda_{n}} \varphi_{n}(x)
\end{array}\right) \\
\frac{a(x)}{\rho}\left[\beta_{1}+\alpha_{1} e^{\left.-i \tau \sqrt{\lambda_{n}}\right]} w_{n}(x)\right. \\
I_{\rho}
\end{array} \beta_{2}+\alpha_{2} e^{\left.-i \tau \sqrt{\lambda_{n}}\right] \varphi_{n}(x)}\right)
\end{array}\right)
\end{aligned}
$$

we have

$$
\begin{aligned}
& \left\|C\left(\frac{1}{i \sqrt{\lambda_{n}}} \Phi_{n}, \Phi_{n}\right)\right\|_{Y}^{2} \\
= & \left.\frac{1}{\rho} \int_{0}^{1}|a(x)|\left[\beta_{1}+\alpha_{1} e^{-i \tau \sqrt{\lambda_{n}}}\right] w_{n}(x)\right|^{2} d x
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{I_{\rho}} \int_{0}^{1}\left|b(x)\left[\beta_{2}+\alpha_{2} e^{-i \tau \sqrt{\lambda_{n}}}\right] \varphi_{n}(x)\right|^{2} d x \\
= & \frac{\left|\beta_{1}+\alpha_{1} e^{-i \tau \sqrt{\lambda_{n}}}\right|^{2}}{\rho^{2}} \int_{0}^{1} \rho\left|a(x) w_{n}(x)\right|^{2} d x \\
& +\frac{\left|\beta_{2}+\alpha_{2} e^{-i \tau \sqrt{\lambda_{n}}}\right|^{2}}{I_{\rho}^{2}} \int_{0}^{1} I_{\rho}\left|b(x) \varphi_{n}(x)\right|^{2} d x
\end{aligned}
$$

If $\left|\alpha_{j}\right| \neq\left|\beta_{j}\right|$, it holds that

$$
\begin{aligned}
& \left.\inf _{n} \mid \beta_{1}+\alpha_{1} e^{-i \tau \sqrt{\lambda_{n}}}\right) \mid>0 \\
& \left.\inf _{n} \mid \beta_{2}+\alpha_{2} e^{-i \tau \sqrt{\lambda_{n}}}\right) \mid>0
\end{aligned}
$$

Set

$$
\begin{array}{r}
M=\left.\min \left\{\left.\frac{1}{\rho^{2}} \inf _{n} \right\rvert\, \beta_{1}+\alpha_{1} e^{-i \tau \sqrt{\lambda_{n}}}\right)\right|^{2}, \\
\\
\left.\left.\left.\frac{1}{I_{\rho}^{2}} \inf _{n} \right\rvert\, \beta_{2}+\alpha_{2} e^{-i \tau \sqrt{\lambda_{n}}}\right)\left.\right|^{2}\right\} .
\end{array}
$$

Then applying the condition (2) we have

$$
\begin{aligned}
& \left\|C\left(\frac{1}{i \sqrt{\lambda_{n}}} \Phi_{n}, \Phi_{n}\right)\right\|_{Y}^{2} \geq M \\
& \left(\int_{0}^{1} \rho a^{2}(x) w_{n}^{2}(x) d x+\int_{0}^{1} I_{\rho} b^{2}(x) \varphi_{n}^{2}(x) d x\right) \\
& \geq M\left(\int_{c_{1}}^{c_{2}} \rho a_{0}^{2} w_{n}^{2}(x) d x+\int_{c_{1}}^{c_{2}} I_{\rho} b_{0}^{2} \varphi_{n}^{2}(x) d x\right) \\
& \geq M \min \left\{a_{0}^{2}, b_{0}^{2}\right\} \times \\
& \quad\left(\int_{c_{1}}^{c_{2}} \rho w_{n}^{2}(x) d x+\int_{c_{1}}^{c_{2}} I_{\rho} \varphi_{n}^{2}(x) d x\right)
\end{aligned}
$$

Note that

$$
1=\left\|\Phi_{n}\right\|_{H}^{2}=\int_{0}^{1} \rho w_{n}^{2}(x) d x+\int_{0}^{1} I_{\rho} \varphi_{n}^{2}(x) d x
$$

We can assert that

$$
\inf _{n}\left(\int_{c_{1}}^{c_{2}} \rho w_{n}^{2}(x) d x+\int_{c_{1}}^{c_{2}} I_{\rho} \varphi_{n}^{2}(x) d x\right)>0
$$

Therefore, we have the following results.

Theorem 5 Suppose that $\frac{K}{\rho} \neq \frac{E I}{I_{\rho}}$. If $\left|\alpha_{j}\right| \neq\left|\beta_{j}\right|$, $j=1,2$, then the system (14) is exactly observable in finite time.

## 4 Conclusion

In this paper we extend the dynamic control design from the boundary control with delays to the interior local controls with delay for a Timoshenko beam. The new control strategy stabilizes exponentially the system for any time delay $\tau$ provided that $\left|\alpha_{j}\right| \neq\left|\beta_{j}\right|$, $j=1,2$.

Our contribution in this paper includes the following two aspects:

1) We found out the transform

$$
\begin{aligned}
& \binom{P(t)}{Q(t)}= \\
& \left(\begin{array}{cc}
\operatorname{Cos}(\tau \mathcal{J}) & \operatorname{Sin}(\tau \mathcal{J}) \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) & \operatorname{Cos}(\tau \mathcal{J})
\end{array}\right)\binom{K(t)}{K_{t}(t)} \\
& +\int_{t-\tau}^{t}\binom{\operatorname{Sin}((t-s) \mathcal{J})}{\operatorname{Cos}((t-s) \mathcal{J})} B \Lambda_{2} U(s) d s
\end{aligned}
$$

That transfer the delayed second order system:

$$
\left\{\begin{array}{l}
K_{t t}(t)+\mathcal{J} K(t)=B\left(\Lambda_{1} U(t)+\Lambda_{2} U(t-\tau)\right) \\
K(0)=K_{0} \quad K_{t}(0)=K_{1}
\end{array}\right.
$$

into a undelayed system:

$$
\left\{\begin{array}{l}
P_{t}(t)=Q(t)+\operatorname{Sin}(\tau \mathcal{J}) B \Lambda_{1} U(t) \\
Q_{t}(t)=-\mathcal{J} P(t)+\operatorname{Cos}(\tau \mathcal{J}) B \Lambda_{1} U(t) \\
\quad+B \Lambda_{2} U(t) \\
P(0)=P_{0}, Q(0)=Q_{0}
\end{array}\right.
$$

The partial state predictive system is a realization of this transform.
2) We find out the dual observation system of the $(P, Q)$-system:

$$
\left\{\begin{array}{l}
W_{t}(t)=V(t) \\
V_{t}(t)=-\mathcal{J} W(t) \\
W(0)=W_{0}, V(0)=V_{0} \\
Y(t)=C(W, V) \\
=\Lambda_{1}^{*} B^{*} V(t)+\Lambda_{1}^{*} B^{*} \mathcal{J}^{\frac{1}{2}} \operatorname{Sin}(\tau \mathcal{J}) \mathcal{J}^{\frac{1}{2}} W(t) \\
+\Lambda_{1}^{*} B^{*} \operatorname{Cos}(\tau \mathcal{J}) V(t)
\end{array}\right.
$$

Hence the negative feedback law $U(t)=-Y(t)$ give the closed loop system:

$$
\left\{\begin{array}{l}
P_{t}(t)=Q(t)-\operatorname{Sin}(\tau \mathcal{J}) B \Lambda_{1} C(P, Q)(t) \\
Q_{t}(t)=-\mathcal{J} P(t)-\operatorname{Cos}(\tau \mathcal{J}) B \Lambda_{1} C(P, Q)(t) \\
\quad+B \Lambda_{2} C(P, Q)(t) \\
P(0)=P_{0}, Q(0)=Q_{0}
\end{array}\right.
$$

This discoveries make us take directly transform for second order system, and find out the closed loop system. Therefore, the final work is to prove the exponential stability of the closed loop system. In the present
paper we mainly apply the dual principle to transfer the exponential stabilization into the exact observability in finite time. For more complicated model, we need to prove the observation inequality for the dual system. In the future, we shall focus our attention on the exponential stability of the closed loop system.

## APPENDIX

In this appendix we use the operator manner to describe the procedure in section 2 , and find out all functions in formula. To this end, we begin with introducing useful lemmas and theorems.

Lemma 6 (See[11, Lemma 2.1]) Let the differential operator in $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$ be defined by

$$
\begin{aligned}
& \mathcal{J}\left[\begin{array}{c}
w \\
\varphi
\end{array}\right]=-\left[\begin{array}{c}
\frac{K}{\rho}\left(w^{\prime \prime}(x)-\varphi^{\prime}(x)\right) \\
\frac{E I}{I_{\rho}} \varphi^{\prime \prime}(x)+\frac{K}{I_{\rho}}\left(w^{\prime}(x)-\varphi(x)\right)
\end{array}\right] \\
& \mathcal{D}(\mathcal{J})=\left\{(w(x), \varphi(x)) \in H^{2}(0,1) \times H^{2}(0,1) \mid\right. \\
& w(0)=\varphi(0)=0, K\left(w^{\prime}(1)-\varphi(1)\right)=0 \\
& \left.E I \varphi^{\prime}(1)=0\right\}
\end{aligned}
$$

Then $\mathcal{J}$ is a self-adjoin and positive definite operator with compact resolvent in $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$, its eigenvalues are

$$
0<\lambda_{1}<\lambda_{2} \leq \ldots \leq \lambda_{n} \leq \ldots
$$

and the eigenfunctions $\Phi_{n}(x)=\left(w_{n}(x), \varphi_{n}(x)\right)^{T}$ corresponding to $\lambda_{n}$ are real functions and form a normalised orthogonal basis for $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$.

Remark 7 (See[11, Remark 2.1]) Let $d_{1}=\sqrt{\frac{K}{\rho}}$ and $d_{2}=\sqrt{\frac{E I}{I_{\rho}}}$. Then the spectrum of operator has two branches that have asymptotic expressions as follows:

$$
\left\{\begin{array}{l}
\lambda_{n, 1}=d_{1}^{2}\left[\left(n-\frac{1}{2}\right) \pi\right]^{2}+o\left(n^{-1}\right) \\
\lambda_{n, 2}=d_{2}^{2}\left[\left(n-\frac{1}{2}\right) \pi\right]^{2}+o\left(n^{-1}\right), \quad n \in \mathbb{N}
\end{array}\right.
$$

We write equations (1) in the vector form:

$$
\begin{aligned}
& \binom{w_{t t}(x, t)}{\varphi_{t t}(x, t)} \\
& -\left(\begin{array}{ll}
\frac{K}{\rho} \partial_{x x} & -\frac{K}{\rho} \partial_{x} \\
\frac{K}{I_{\rho}} \partial_{x} & \frac{E I}{I_{\rho}} \partial_{x x}+\frac{K}{I_{\rho}}
\end{array}\right)\binom{w(x, t)}{\varphi(x, t)} \\
& =\left(\begin{array}{cc}
\frac{a(x)}{\rho} & 0 \\
0 & \frac{b(x)}{I_{\rho}}
\end{array}\right)\left(\begin{array}{cc}
\alpha_{1} & 0 \\
0 & \alpha_{2}
\end{array}\right)\binom{u_{1}(x, t)}{u_{2}(x, t)}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\begin{array}{cc}
\frac{a(x)}{\rho} & 0 \\
0 & \frac{b(x)}{I_{\rho}}
\end{array}\right)\left(\begin{array}{cc}
\beta_{1} & 0 \\
0 & \beta_{2}
\end{array}\right)\binom{u_{1}(x, t-\tau)}{u_{2}(x, t-\tau)} \\
& \binom{w(0, t)}{\varphi(0, t)}=0, \\
& \left(\begin{array}{cc}
K \partial_{x} & -K \\
0 & E I \partial_{x}
\end{array}\right)\binom{w(x, t)}{\varphi(x, t)}_{x=1}=0, \\
& \binom{w(x, 0)}{\varphi(x, 0)}=\binom{w_{0}(x)}{\varphi_{0}(x)}, \\
& \binom{w_{t}(x, 0)}{\varphi_{t}(x, 0)}=\binom{w_{1}(x)}{\varphi_{1}(x)} .
\end{aligned}
$$

Set $X(x, t)=(w(x, t), \varphi(x, t))^{T}$ and $U(x, t)=$ $\left(u_{1}(x, t), u_{2}(x, t)\right)^{T}$. Define $2 \times 2$ matrices by

$$
\Delta_{1}=\left(\begin{array}{cc}
\alpha_{1} & 0 \\
0 & \alpha_{2}
\end{array}\right), \quad \Delta_{2}=\left(\begin{array}{cc}
\beta_{1} & 0 \\
0 & \beta_{2}
\end{array}\right)
$$

and define an operator $\Gamma_{N}$ from $H^{2}(0,1) \times H^{2}(0,1)$ to $\mathbb{R}^{2}$ and a matrix function, by
$\Gamma_{N}=\left(\begin{array}{cc}K \partial_{x} & -K \\ 0 & E I \partial_{x}\end{array}\right), A(x)=\left(\begin{array}{cc}\frac{a(x)}{\rho} & 0 \\ 0 & \frac{b(x)}{I_{\rho}}\end{array}\right)$.
With help of these notations, we can rewrite the system (1) into

$$
\left\{\begin{array}{l}
X_{t t}(x, t)+\mathcal{J} X(x, t)  \tag{17}\\
=A(x)\left(\Delta_{1} U(x . t)+\Delta_{2} U(x, t-\tau)\right), t>0 \\
X(0, t)=0, \quad \Gamma_{N} X(1, t)=0 \\
X(x, 0)=X_{0}(x)=\left(w_{0}(x), \varphi_{0}(x)\right)^{T} \\
X_{t}(x, 0)=X_{1}(x)=\left(w_{1}(x), \varphi_{1}(x)\right)^{T}
\end{array}\right.
$$

and the partial state predictive system (4) into

$$
\left\{\begin{array}{l}
\widehat{X}_{s s}(x, s, t)+\mathcal{J} \widehat{X}(x, s, t)  \tag{18}\\
=A(x) \Delta_{2} U(x, t+s-\tau), s \in(0, \tau), x \in(0,1) \\
\widehat{X}(0, s, t)=0, \quad \Gamma_{N} \widehat{X}(1, s, t)=0 \\
\widehat{X}(x, 0, t)=X(x, t) \\
\widehat{X}_{s}(x, 0, t)=X_{t}(x, t)
\end{array}\right.
$$

By Lemma 6, we can define two family of the bounded linear operators on $L_{\rho}^{2}[0,1] \times L_{I_{\rho}}^{2}[0,1]$ by

$$
\begin{align*}
& \operatorname{Sin}(t \mathcal{J}) P=\sum_{n=1}^{\infty} \frac{\sin \sqrt{\lambda_{n}} t}{\sqrt{\lambda_{n}}}\left(P, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} \Phi_{n} \\
& \operatorname{Cos}(t \mathcal{J}) P=\sum_{n=1}^{\infty} \cos \sqrt{\lambda_{n}} t\left(P, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}} \Phi_{n} . \tag{19}
\end{align*}
$$

Clearly,

$$
\frac{d}{d t} \operatorname{Sin}(t \mathcal{J}) P=\operatorname{Cos}(t \mathcal{J}) P
$$

$$
\frac{d}{d t} \operatorname{Cos}(t \mathcal{J}) P=-\mathcal{J} \operatorname{Sin}(t \mathcal{J}) P
$$

We define the vector-valued function $X(x, t)$ by

$$
\begin{array}{r}
X(x, t)=\operatorname{Cos}(t \mathcal{J}) X_{0}+\operatorname{Sin}(t \mathcal{J}) X_{1} \\
+\int_{0}^{t} \operatorname{Sin}((t-s) \mathcal{J}) A(\cdot) \Delta_{1} U(\cdot, s) d s \\
+\int_{0}^{t} \operatorname{Sin}((t-s) \mathcal{J}) A(\cdot) \Delta_{2} U(\cdot, s-\tau) d s
\end{array}
$$

It is easy to see that

$$
\begin{aligned}
& X_{t}(x, t)=-\mathcal{J} \operatorname{Sin}(t \mathcal{J}) X_{0}+\operatorname{Cos}(t \mathcal{J}) X_{1} \\
& +\int_{0}^{t} \operatorname{Cos}((t-s) \mathcal{J}) A(x) \Delta_{1} U(x, s) d s \\
& +\int_{0}^{t} \operatorname{Cos}((t-s) \mathcal{J}) A(x) \Delta_{2} U(x, s-\tau) d s \\
& X_{t t}(x, t)=-\mathcal{J} X(x, t) \\
& \quad+A(x)\left[\Delta_{1} U(x, t)+\Delta_{2} U(x, t-\tau)\right]
\end{aligned}
$$

So $X(x, t)$ is a solution of system of equation (1). Similarly, the function

$$
\begin{aligned}
& \widehat{X}(x, s, t)=\operatorname{Cos}(s \mathcal{J}) X(., t)+\operatorname{Sin}(s \mathcal{J}) X_{t}(., t) \\
& \quad+\int_{0}^{s} \operatorname{Sin}((s-r) \mathcal{J}) A(\cdot) \Delta_{2} U(\cdot, t+r-\tau) d r
\end{aligned}
$$

is a formal solution of (4).
Denote the state of (4) at the moment $s=\tau$ by
$\left\{\begin{array}{l}P(x, t)=\left(p_{1}(x, t), p_{2}(x, t)\right)^{T}=\widehat{X}(x, \tau, t) \\ Q(x, t)=\left(q_{1}(x, t), q_{2}(x, t)\right)^{T}=\widehat{X}_{s}(x, \tau, t)\end{array}\right.$
Therefore, we have

$$
\begin{aligned}
& \binom{P(x, t)}{Q(x, t)}=\binom{\widehat{X}(x, \tau, t)}{\widehat{X}_{s}(x, \tau, t)} \\
& =\left(\begin{array}{cc}
\operatorname{Cos}(\tau \mathcal{J}) & \operatorname{Sin}(\tau \mathcal{J}) \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) & \operatorname{Cos}(\tau \mathcal{J})
\end{array}\right)\binom{X(x, t)}{X_{t}(x, t)} \\
& +\int_{0}^{\tau}\binom{\operatorname{Sin}((\tau-r) \mathcal{J})}{\operatorname{Cos}((\tau-r) \mathcal{J})} A(.) \Delta_{2} U(\cdot, t+r-\tau) d r \\
& =\left(\begin{array}{cc}
\operatorname{Cos}(\tau \mathcal{J}) & \operatorname{Sin}(\tau \mathcal{J}) \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) & \operatorname{Cos}(\tau \mathcal{J})
\end{array}\right)\binom{X(x, t)}{X_{t}(x, t)} \\
& +\int_{t-\tau}^{t}\binom{\operatorname{Sin}((t-s) \mathcal{J})}{\operatorname{Cos}((t-s) \mathcal{J})} A(.) \Delta_{2} U(., s) d s
\end{aligned}
$$

i.e.,

$$
\binom{P(x, t)}{Q(x, t)}=
$$

$$
\begin{align*}
& \left(\begin{array}{cc}
\operatorname{Cos}(\tau \mathcal{J}) & \operatorname{Sin}(\tau \mathcal{J}) \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) & \operatorname{Cos}(\tau \mathcal{J})
\end{array}\right)\binom{X(x, t)}{X_{t}(x, t)} \\
& +\int_{t-\tau}^{t}\binom{\operatorname{Sin}((t-s) \mathcal{J})}{\operatorname{Cos}((t-s) \mathcal{J})} A(.) \Delta_{2} U(., s) d s \tag{20}
\end{align*}
$$

is the transform from (1) to (3). The corresponding initial condition is given by

$$
\begin{aligned}
& \binom{P(x, 0)}{Q(x, 0)} \\
& =\left(\begin{array}{cc}
\operatorname{Cos}(\tau \mathcal{J}) & \operatorname{Sin}(\tau \mathcal{J}) \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) & \operatorname{Cos}(\tau \mathcal{J})
\end{array}\right)\binom{X_{0}(x)}{X_{1}(x)} \\
& +\int_{-\tau}^{0}\binom{-\operatorname{Sin}(s \mathcal{J})}{\operatorname{Cos}(s \mathcal{J})} A(.) \Delta_{2} U(., s) d s \\
& =\left(\begin{array}{c}
-\operatorname{Cos}(\tau \mathcal{J}) X_{0}+\operatorname{Sin}(\tau \mathcal{J}) X_{1} \\
-\int_{-\tau}^{0} \operatorname{Sin}(s \mathcal{J}) A(.) \Delta_{2} U(., s) \mathrm{d} s \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) X_{0}+\operatorname{Cos}(\tau \mathcal{J}) X_{1} \\
+\int_{-\tau}^{0} \operatorname{Cos}(s \mathcal{J}) A(.) \Delta_{2} U(., s) \mathrm{d} s
\end{array}\right)
\end{aligned}
$$

In addition, we observe that

$$
\begin{aligned}
& \binom{P_{t}(x, t)}{Q_{t}(x, t)}=\left(\begin{array}{cc}
\operatorname{Cos}(\tau \mathcal{J}) & \operatorname{Sin}(\tau \mathcal{J}) \\
-\mathcal{J} \operatorname{Sin}(\tau \mathcal{J}) & \operatorname{Cos}(\tau \mathcal{J})
\end{array}\right) \times \\
& \left(\begin{array}{cc}
0 & I \\
-\mathcal{J} & 0
\end{array}\right)\binom{X(x, t)}{X_{t}(x, t)} \\
& +\binom{\operatorname{Sin}(\tau \mathcal{J}) A(.)\left[\Delta_{1} U(., t)\right]}{\operatorname{Cos}(\tau \mathcal{J}) A(.)\left[\Delta_{1} U(., t)\right]+A(.) \Delta_{2} U(., t)} \\
& +\int_{t-\tau}^{t}\binom{\operatorname{Cos}((t-s) \mathcal{J})}{-\mathcal{J} \operatorname{Sin}((t-s) \mathcal{J})} A(.) \Delta_{2} U(., s) d s \\
& =\left(\begin{array}{cc}
0 & I \\
-\mathcal{J} & 0
\end{array}\right)\binom{P(x, t)}{Q(x, t)} \\
& +\binom{\sin (\tau \mathcal{J}) A(.) \Delta_{1} U(., t)}{\cos (\tau \mathcal{J}) A(.) \Delta_{1} U(., t)+A(x) \Delta_{2} U(x, t)} .
\end{aligned}
$$

Therefore, the $(P, Q)$ satisfy the following equation

$$
\left\{\begin{array}{l}
P_{t}(x, t)=Q(x, t)+\operatorname{Sin}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t)  \tag{21}\\
Q_{t}(x, t)=-\mathcal{J} P(x, t)+\operatorname{Cos}(\tau \mathcal{J}) A(.) \Delta_{1} U(., t) \\
\quad+A(x) \Delta_{2} U(x, t) \\
\Gamma_{N} P(1, t)=0, P(0, t)=Q(0, t)=0 \\
P(x, 0)=P_{0}(x), Q(x, 0)=Q_{0}(x)
\end{array}\right.
$$

or equivalently,

$$
\left\{\begin{array}{l}
p_{1, t}(x, t)=q_{1}(x, t)  \tag{22}\\
+\alpha_{1} \int_{0}^{1} H_{1}(x, \tau, y) a(y) u_{1}(y, t) d y \\
+\alpha_{2} \int_{0}^{1} H_{2}(x, \tau, y) b(y) u_{2}(y, t) d y \\
p_{2, t}(x, t)=q_{2}(x, t) \\
+\alpha_{1} \int_{0}^{1} H_{3}(x, \tau, y) a(y) u_{1}(y, t) d y \\
+\alpha_{2} \int_{0}^{1} H_{4}(x, \tau, y) b(y) u_{2}(y, t) d y \\
q_{1, t}(x, t)=\frac{K}{\rho}\left(p_{1, x x}(x, t)-p_{2, x}(x, t)\right) \\
+\alpha_{1} \int_{0}^{1} H_{5}(x, \tau, y) a(y) u_{1}(y, t) d y \\
+\alpha_{2} \int_{0}^{1} H_{6}(x, \tau, y) b(y) u_{2}(y, t) d y \\
+\frac{\beta_{1}}{\rho} a(x) u_{1}(x, t) \\
q_{2, t}(x, t)=\frac{E I}{I_{\rho}} p_{2, x x}(x, t) \\
+\frac{K}{I_{\rho}}\left(p_{1, x}(x, t)-p_{2}(x, t)\right) \\
+\alpha_{1} \int_{0}^{1} H_{7}(x, \tau, y) a(y) u_{1}(y, t) d y \\
+\alpha_{2} \int_{0}^{1} H_{8}(x, \tau, y) b(y) u_{2}(y, t) d y \\
+\frac{\beta_{2}}{I_{\rho}} b(x) u_{2}(x, t), \\
p_{1}(0, t)=p_{2}(0, t)=q_{1}(0, t)=q_{2}(0, t)=0, \\
K\left(p_{1, x}(1, t)-p_{2}(1, t)\right)=0, \\
E I p_{2, x}(1, t)=0, \\
p_{1}(x, 0)=G_{1}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
-\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{1}(x, s, y) a(y) u_{1}(y, s) d y d s \\
-\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{2}(x, s, y) b(y) u_{2}(y, s) d y d s \\
p_{2}(x, 0)=G_{2}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
-\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{3}(x, s, y) a(y) u_{1}(y, s) d y d s \\
-\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{4}(x, s, y) b(y) u_{2}(y, s) d y d s, \\
q_{1}(x, 0)=G_{3}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
+\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{5}(x, s, y) a(y) u_{1}(y, s) d y d s \\
+\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{6}(x, s, y) b(y) u_{2}(y, s) d y d s \\
q_{2}(x, 0)=G_{4}\left(w_{0}, \varphi_{0}, w_{1}, \varphi_{1}\right)(x) \\
\\
+\beta_{1} \int_{-\tau}^{0} \int_{0}^{1} H_{7}(x, s, y) a(y) u_{1}(y, s) d y d s \\
+\beta_{2} \int_{-\tau}^{0} \int_{0}^{1} H_{8}(x, s, y) b(y) u_{2}(y, s) d y d s
\end{array}\right.
$$

The functions appearing in (22) are

$$
\left\{\begin{array}{l}
H_{1}(x, s, y)=\sum_{n=1}^{\infty} \frac{\sin \left(\sqrt{\lambda_{n}} s\right)}{\sqrt{\lambda_{n}}} w_{n}(y) w_{n}(x), \\
\left.H_{2}(x, s, y)=\sum_{n=1}^{\infty} \frac{\sin \left(\sqrt{\lambda_{n}} s\right)}{\sqrt{\lambda_{n}}} \varphi_{n}(y) w_{n}(x)\right), \\
H_{3}(x, s, y)=\sum_{n=1}^{\infty} \frac{\sin \left(\sqrt{\lambda_{n}} s\right)}{\sqrt{\lambda_{n}}} w_{n}(y) \varphi_{n}(x), \\
H_{4}(x, s, y)=\sum_{n=1}^{\infty} \frac{\sin \left(\sqrt{\lambda_{n}} s\right)}{\sqrt{\lambda_{n}}} \varphi_{n}(y) \varphi_{n}(x) ; \\
H_{5}(x, s, y)=\partial_{s} H_{1}(x, s, y) \\
\quad=\sum_{n=1}^{\infty} \cos \left(\sqrt{\lambda_{n}} s\right) w_{n}(y) w_{n}(x) \\
H_{6}(x, s, y)=\partial_{s} H_{2}(x, s, y) \\
\left.\quad=\sum_{n=1}^{\infty} \cos \left(\sqrt{\lambda_{n}} s\right) \varphi_{n}(y) w_{n}(x)\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
H_{7}(x, s, y)=\partial_{s} H_{3}(x, s, y) \\
=\sum_{n=1}^{\infty} \cos \left(\sqrt{\lambda_{n}} s\right) w_{n}(y) \varphi_{n}(x) \\
H_{8}(x, s, y)=\partial_{s} H_{4}(x, s, y) \\
=\sum_{n=1}^{\infty} \cos \left(\sqrt{\lambda_{n}} s\right) \varphi_{n}(y) \varphi_{n}(x)
\end{array}\right.
$$

and functions $G_{k}\left(X_{0}, X_{1}\right)$ :

$$
\begin{aligned}
& G_{1}\left(X_{0}, X_{1}\right)=\sum_{n=1}^{\infty}\left[\cos \tau \sqrt{\lambda_{n}}\left(X_{0}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right. \\
& \left.+\frac{\sin \tau \sqrt{\lambda_{n}}}{\lambda_{n}}\left(X_{1}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right] w_{n}(x) \\
& G_{2}\left(X_{0}, X_{1}\right)=\sum_{n=1}^{\infty}\left[\cos \tau \sqrt{\lambda_{n}}\left(X_{0}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right. \\
& \left.+\frac{\sin \tau \sqrt{\lambda_{n}}}{\lambda_{n}}\left(X_{1}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right] \varphi_{n}(x) \\
& G_{3}\left(X_{0}, X_{1}\right)=\sum_{n=1}^{\infty}\left[\cos \tau \sqrt{\lambda_{n}}\left(X_{1}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right. \\
& \left.-\sqrt{\lambda_{n}} \sin \tau \sqrt{\lambda_{n}}\left(X_{0}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right] w_{n}(x) \\
& G_{4}\left(X_{0}, X_{1}\right)=\sum_{n=1}^{\infty}\left[\cos \tau \sqrt{\lambda_{n}}\left(X_{1}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right. \\
& \left.-\sqrt{\lambda_{n}} \sin \tau \sqrt{\lambda_{n}}\left(X_{0}, \Phi_{n}\right)_{L_{\rho}^{2} \times L_{I_{\rho}}^{2}}\right] \varphi_{n}(x) .
\end{aligned}
$$
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