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Abstract: In this paper, we consider the exponential stabilization problem of a Timoshenko beam with interior
local controls with input delays. In the past, most of the stabilization results for the Timoshenko beam were on the
boundary control with input delays. In the present paper we shall extend the method treating the boundary control
with delays to the case of interior local control with delays. Essentially we design a new dynamic feedback control
laws that stabilizes exponentially the system. Detail of the design procedure of the dynamic feedback controller

and analysis of the exponential stability are given.
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1 Introduction

In the past few years, many of researchers of various
fields of science such as mathematics and mechani-
cal engineering have been investigating Timoshenko
beam due to its high application in industry. Design-
ing a control law which could stabilize Timoshenko
beam system is one of the most fascinating problems
that has engaged many of mathematicians and engi-
neers in branch of vibrations. For instance, Kim and
Rendary [1] studied the following Timoshenko beam
system:

w(0,t) = ¢(0,1) =0,
( (L, t) = (L, 1)) = ua(t),
pa (L, 1) = ua(t),

They applied two boundary controls wui(t) =
e 55 (L,t) and ua(t) = Baw(L t) on the free
endpoint and obtained the uniformly stability of the
closed loop system; Xu and Feng [2] studied the same
system and concluded the Riesz basis property of the
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pwtt(x7t) = K(wim(wvt) - Spw(xvt))v T e (OaL)a
L (x,t) = Elpg(x,t)
+ K(wg(x,t) — p(x,t)), z € (0,L),
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closed loop system. Other works on this subject we
refer to Xu and Feng [2], Xu and Yung [3], Xu [4] and
references therein.

Observe that above design of the feedback control
law strongly depends on the precise control time ¢. If
there is any small time delay, the feedback control law
may be invalid, this fact was found at first by Datko et
al. in 1985. Datko et al. [5] studied the effect of
time delay in boundary control for the following wave
equation

t>e,

and deduced that these feedback control laws were not
robust with respect of time delay. Other counterexam-
ple we refer to Datko [6] (1988) and [7] (1993) for
further instances.

After these works, researchers are starting to turn
their attention to systems with time delay. Xu et al. [8]
(2006) studied wave equation with boundary control
along with time delay as follows:
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Wi (x,t) = Wy (z,t), z € (0,1),

w(0,t) =0,
wy(1,t) = —kpw(1,t) — k(1 — p)we(1,t — 1),
w(z,0) = wo(z), we(x,0) =wi(z),

we(l,t—7) = f(t—71)

with k£ > 0. They showed that the closed loop system
will be exponentially stable if @ > % for all 7 > 0,
unstable if p < % and at most asymptotically stable
if p = % One could refer to Nicaise and Pignot-
ti [9](2006), Nicaise and Valien [10] (2007) and more
other works that have been done on wave equation and
other models [11][12]. Summarizing these works we
can conclude the %—stability criterion. Essentially s-
peaking these works do not include the design of con-
troller, this is because the controller can be regarded as
the input-delay au(t) 4+ Su(t — 7) with feedback con-
trol law u(t) = —wy(1,t). Obviously, < 1, these
controller fail to work. So, for u < %, the key issue is
to design a new feedback control law that could stabi-
lize the system exponentially.

Shang et al. [13](2012) started the boundary con-
troller design for a system with input delay. They s-
tudied the following Euler-Bernoulli beam equation:

and designed a dynamic feedback controller that con-
sists of two parts, the partial state predictor that trans-
form the delayed system into a undelayed system, de-
sign of the collocated feedback controller that gives
a control signal. In such a way they proved that the
closed loop system is exponentially stable provided
|a] # |B| and all 7 > 0, and at most asymptotical-
ly stable for || = |5]|. Xu and Wang [15], Wang
and Xu[16] extended this design to the Timoshenko
beam and wave equation respectively. Han and X-
u [17] extended the controller design to the case of
output-based model. Liu and Xu [17], Shang and Xu
[18] improved the control design to fit the distributed
delay, [19] and [20] for case of output-based models.
In all the aforementioned works, the obtained re-
sults mainly are on the boundary control with delay.
In the present paper, our aim is to extend the design
approach of controller from the boundary control to
interior distributed control. Here we mainly consid-
er a Timoshenko beam with time delay in the internal
control. More precisely, we study the following Tim-
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oshenko beam:

pwtt(x7t) = K(wm(:r,t) - ng(.T,t))
+ a(x)[ayuy (z,t) + frur(z,t — 7)],

Lpu(x,t) = Elpge(x,t) + K(wg(x,t
+ b(x)[agua(z, t) + Pous(x, t — 7)],

w(07t) = 90(0715) =0,

K(wx(lat) - @(Lt)) =0,

Elp,(1,t) =0,

’LU(I', 0) = wo(l‘),

¢(z,0) = po(z),

u\zx, 9) = fl(:l/‘,e),

— 5
m
L
[u—r

4~ —

wt(x,()) = wl(z:)
i(r,0) = @1 (x)
u2(l‘,9) = f2($,9)

ey
where a(x) and b(z) are nonnegative and piecewise-
ly continuous functions and satisfy the condition that
there exists an interval [c;, c2] C [0, 1] such that

a(x) >ap >0, b(x)>by>0, z€lc,cy
2

This is an extensive model of Timoshenko beam
with the distributed controls and input delays. For ex-
amples, if 31 = P2 = 0, Shi and Fend [21], Soufyane
and Whebe [22] studied the exponential stability of
the system under the collocated feedback control law.
If oj > ; > 0, Raposo et al. [23] studied the ex-
ponential stability of the system under the collocat-
ed feedback control law. In this paper, we shall re-
move the restriction on «; and 3;, j = 1,2, and
design a dynamic controller for the above system,
that could stabilize the system exponentially for al-
U] # 18;1( = 1,2);97 > 0.

The rest of this paper is organized as follows. In
section 2, we describe the design procedure of con-
troller, that includes the three steps: the first step is to
transform the system (1) into a system without delays;
the second step is to design the collocated feedback
controllers for the resulted system, and generates the
control signals; the third step is to feed the control sig-
nal into the system (1), and hence forms a closed loop
system. Since there are great calculations in this sec-
tion, to simplify contents, we postponed some detail
calculations to appendix. In section 3, we prove the
main results of this paper. Essentially we prove that
system (1) under the controls is exponentially stable
for any || # [B;].7 = 1,2. In section 4, we con-
clude this paper.

2 Design of Dynamic Feedback Con-
troller

In this section we describe the design procedure of

dynamic feedback controllers for the system (1). The

design idea is similar to that used in boundary control
with delays.
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Step 1. We find a transform that transforms the sys-
tem (1) into the objective system:

pii(x,t) = qi(x,t)
+on [y Hy(x, 7,y)a(y)ui (y, t)dy
+aa fy Ha(w,7,9)b(y)uz(y, )dy,
p2i(x,t) = qa(x,t)
+an [ Hy(z, 7, y)a(y)u (y, t)dy

+ az Jo Haw, 7,9)b(y)ua(y, )y,
q(z,t) = (Pl e, t) — p2az(,t))
ton f) H5 (. 7, y)a(y)ui(y, t)dy
+ ay [ He(x,7,y)b(y)ua(y, t)dy

+ %a(x)ul(x,t),
(I2t(93 t) = ?Im vz (T, 1)
+7 (pm(ﬂi t) — pa(z,t))
+a1 fo Hy(z, 7, y)a(y)ui(y, t)dy
+ag [y Hs(z,7,1)b(y)uz(y, t)dy

+ %b(iﬁ)l@ ($, t)a

p1(0,t) = p2(0,t) = q1(0,t) = ¢2(0,t) = 0,
K(p1(1,t) — Pz(l t)) =0,

EIp2 ac( )

p1(z,0) = Gl(wo,¢o7w1,¢1)($)

pa(2,0) = Ga(wo, po, w1, ¥1)(z)
= B1 2. Jy Hs(z,s,y)a(y) fi(y, s)dyds
— b2 fET f(]l H4($, 5, y)b(y)fQ(yv S)dydsv
q1 (.T, 0) = G3(w07 ®o, Wi, 801)(33)
+ 81 [ [y Hs(x,8,9)a(y) f1(y, s)dyds
+ 2 fET f(]l Hﬁ(x’ 5, y)b(y)fQ(y’ S)dyds
QQ(CC 0) G4((w0’@07w1’§01)($)7
+ B [° [y He(w,s,y)a(y) fi(y, s)dyds
+ 52 f,T fo H8 "E) S, y) ( ) (ya S)dyds' 3
To realize the transform, we suppose that the stgte):
of the system (1) is valid. Similarly we introduce the
partial state predictive system as

pss(x, 8,t) — K(Wyy — @) (x, 8, 1)
= fra(z)ur(z,t — 7+ s), z € (0,1),s € (0,7);
Ip(ﬁSS(x? 5,1) = E1Qzq (2, 5,t) — K(, — §)(x, 5,1)
= Bob(z)ug(z,t — 7+ ), z € (0,1),s € (0,7);
w(0,s,t) = @(0,s,t) =0,
K({ﬁﬂﬂ - @)(stt) = 07
ElIp,(1,s,t) =0,
'(//3(1', O>t) = W(l',t), ’&}s(xa())t) = wt($7t)7
?(x,0,t) = o(x,t), Ps(,0,t) = pi(x,t).

4)
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and take
pi(x,t) = w(x,7,1),
q1(z,t) = We(x, 7, 1)
RPN ©)
pg(x, t) - @(xv T, t)v
QQ(xa t) - 905(1', T, t)
Then (p1,p2,q1,q2) satisfy the equation (3), and

the functions G (wo, vo, w1, v1)(x),k = 1,2,3,4,
Hj(z,s,y),j =1,2,---,8, are given in Appendix.

Step 2. We design feedback control law for system
(3) that may stabilize the system. Hence we get a con-
trol signal.

In order to get the right control signal, we consid-
er the energy function of (3)

1

1
&0 =5 [ [Korale.t) ~ pa(o.0)Pdo

1 1
+§ / EIp%jx(x, t)]dx
0

1

1
+2/0 [Pﬁ(%ﬂ%—%q%(x,t)]dx.

A direct calculation gives

dE(t)
Sdt

o [ 00| [ Koralet) = pate.)

(0-Hy(z,7,y) — H3(x, T, y))d:c} dy

1 1
o / aly)ur(y, )dy / Elps.a(z,t)
0 0
axH3($a T, y)d.f

v [ " aly)un v, )y / ' s, (o, 7, )

var [yt vy [ (o), 7. )
+01 /01 a(y)ui(y, t)q (y, t)dx

var [ 0] [ Kora(et) - pate. )

(0xHo(x,7,y) — Hy(z, T, y))daj} dy

1 1
o / b(y)ualy, t)dy / Elpsa(s,1)
0 0
8IH4(x,T,y)dx

1 1
tas / b(y)ua(y, t)dy / par (s ) Ho(, 7, ) d
0 0

1 1
T /O b(y)us(y, t)dy / Lgo(ix, t) H(z, 7, )
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1
By /0 b(y) sy, £)ga(y, £)dy.

Subsequently, the feedback control laws can be con-
sidered as follows:

ur(y,t) =
- —[mql(y,t)ml /

(@ H(a,7.y) — Halar7.3)do

—|—a1/0 Elps g (x,t)0,Hs(x, 7,y)dx

—Ul(pl,ml, q1,q2)(y,t)

1
+051/ PQ1($at)H5(x,Ta y)dl’
0

1
o / Ipq2<x,t>H7<x,r,y>dx]; ©)
0

up(y,t) = —U2(P1,P217 a1, 92)(y, t)

- - [qug(y,t) v |
(@ Ha(a,7,y) — il 7,3))do

—|—a2/0 Elps »(x,t)0,Hy(x, 7,y)dx

1
+az / par (@, t) Ho(x, 7, y)da
0

1
—l—ag/ Ipqg(x,t)Hg(x,T,y)d:c]. (7)
0

Based on the feedback control laws, we have

1
dflftt) — —/0 a(y)Uz (p1,p2, @1, 2)(y, )

1
—/ b(y)U3 (p1,p2, a1, q2)(y, t)dy < 0.
0

Under this feedback control law, the closed loop sys-
tem associated with (3) is

Pz, 75) =qi(z,t)
—ay fo Hy(z,7,y)a(y)Ui(y, t)dy
-9 fo Hy(z,1,y)b(y)Ua(y, t)dy,
p2¢(, t) = Q2(96 t)
—aq fo Hs(z,7,y)a(y)Ui(y, t)dy
—a [y Ha :c 7,9)b(y)Us(y, t)dy,
q14(2,t) = B (102, 1) = p2u(,t))
—a1 fO Hs(z, T, y)a(y)Ul(% )
—a2 fo He(z,7,y)b(y)Ua2(y

a(x )Ul(m t),
QQt(SC t) =71 Ll gy v (1)
+1. (pm:(I t) pa2(z, 1))
—ai fo Hy(x,7,y)a(y)Ui(y, t)dy
—ay [y Hy(w,7,y)b(y)Ua(y, t)dy
—%b(az)Ug(az,t),
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K(p1a2(z,t) — p2(,1))
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p1(0,t) = p2(0,t) = ¢
K(pl,a:(Lt) (1 )
EIpZ,x(lvt) - 07
p1(x,0) = G1(wo, wo, w1, 1) ()
—B1 [0 [ Hi(z,s,9)a(y) f1(y, s)dyds

— B2 [2, Jo Ha(w,5,9)b(y) fo(y, 5)dyds,
p2(z,0) = Ga(wo, po, w1, ¢1)(x)

— B[, [ Hs(x,s,y)a(y) fi(y, s)dyds

— B [°, Jy Halw, 5,9)b(y) fay, s)dyds,
q1(x,0) = G3(wo, o, w1, 1) ()

+ 51 2 fy Hs(@,5,y)a(y) fi(y, s)dyds

+ B2 f,OT fgl HG(‘T? 5, y)b(y)fQ(yv S)dyds
¢2(x,0) = G4((wo, o, w1, p1)(x)
+ 81 [0 [y Hr(z,s,9)aly) f1(y, s)dyds
+ B2 Oy Hs(w,5.9)b(y) fo(y, s)dyds. N

Step 3. We feed the control signals both (6) and (7)
back to the system (1) and get that the following sys-
tem:

1(0 ) (0,75)207
) =0,

K(wgz(z,t) — pu(w,1))

(2)[a UL (P, Q) (, 1) + 51Ur (P, Q) (2, t — T)],

pwi(x,t) =

(
prtt( t) = Elgg(x,t) + K(wy(z,t) — p(z,t))
—b(z )[042U2(P Q)(w,t) + BUa(P, Q)(z,t — 7)],
w(0,t) = ¢0,t) =0,
K(wg(1,t) — (Lt)
Elp,(1,t) =0,
w(z,0) = wo(z), wi(z,0) = wi(v),
¢(z,0) = po(z), pi(z,0) = p1(z),
[ ui(z,0) = (x,@), uQ(:L’ 0) = faz,0).

©))

Our main results are as the following.

Theorem 1 If the system (8) is exponentially stable,
then the system (9) also is exponentially stable; If the
system 8 is asymptotically stable, so is (9).

Theorem 2 Assume that a(x),b(x) satisfy the con-
dition (2),and assume that % %I Then for any

7 > 0, the energy function of the system (8) decays
exponentially provided that |oj| # |B;](7 = 1,2).

3 Proofs of main results

In this section we prove Theorems 1 and 2. For sim-
plicity of notation, we introduce some spaces.

Let H¥[0, 1] be the usual sobolev space of order
k. Set VF[0,1] = {f € H*[0,1] | £(0) = 0}.

Let space be

H =V} 0,1] x V}[0,1] x L3[0,1] x L7 [0,1]

Volume 17, 2018



WSEAS TRANSACTIONS on MATHEMATICS

equipped with inner product
(F,G)y =
/‘Kfl £2(@) (6 (2) — gala)da

1
+ mﬁm¢wm+/phw%mm
0 0

1
+/0 I, fa(x)g(z)dz

for F' = (f1, f2, f3, f1), G = (91, 92, 93, 94) € H.
It is easy to check that H is a real Hilbert space.

Lemma 3 (See[11, Lemma 2.1]) Let the differential
operator in L350, 1] x L%p [0, 1] be defined by

wl_ K (u'(2) - ¢/(2))
jhﬁ“[”"@ 5 (w/(2) — p(a))
D(J) = {(w(x), (x)) € H2(0,1) x H2(0,1)

), (x

w(0)= (0 ) =0, K(w'(1) = (1)) =0,

EIY(1 }

Then J is a self-adjoin and positive definite opera-
tor with compact resolvent in L2[0,1] x L%P [0, 1], its
eigenvalues are

D<A <X<...<\, <.
and the eigenfunctions ®,(x) = (wn(z), on(z))?
corresponding to A, are real functions and form a
normalised orthogonal basis for L2]0,1] x L%p [0, 1].
Note that

(j(wv 90)’ (wv @))L%XL%{)

1 1
= / K(w'(z) — o(z))%dx +/ BI(y/(x))*dx
0 0

S0, we can rewrite H as

H=D(J2)x H, H= L2[0,1] x L7 [0,1].

Set
X(a,t) = (w(a,t), p(z,1))7,
Xt(xvt) = (wt $7t)7$0t(x7t))T7
P(.ﬁ,t) = (p1($,t),p2 x, ))Tv
Q(xvt) = (Q1(x7t)7QQ(377t)T7
U(l‘,t) = (ul(:E?t)auZ(x?t) T’
U(P,Q) = (Ui(p1,p2, q1, 02), U2(p1, 12, q1, 42))

E-ISSN: 2224-2880
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Then the system (9) can be written as

JEAIRERNE )

0
A(z)[A1U (2, t) + AU (z,t — 7)] ) (10)

and the system (8) can be written as

2 (800)- (1) ()
( Sin(rJ)A()AU(P, Q) >

Cos(rT)A()AU(P, Q) - (fv)AzU(RQ()H)

where Sin(7.J) and Cos(7J) are defined as in Ap-
pendix.

3.1 The Proof of Theorem 1

In this subsection we prove that the system (9) (i.e.,
the system (1) with controls (6) and (7) has the same
stability as that of the system (8). In the sequel, the
notations 7, A(z), A; are the same as in Appendix.

We begin with considering the error of both sys-
tems (1) and (4):

e(z,s,t) = X(z,54+1t) — X(z,5,t).

It is easy to see that e(x, s,t) satisfies the following
vector-valued equation:

.S, t) + Je(x, s, t)

x)A U (z, t—l—s) € (0,1),s € (0,7),

t) =0, € (0,7),t >0

=0, s€(0,7),t>0

0, es(x,0,t)=0, xz € (0,1).
(12)

Consequently, the energy function of the error system

is

658

=A
0

do.t) = lels s )l

= ST helos 1), Thel,s
+ (es(., s,t),

))L2 ><L2
68(‘7 S, t))L%XL%p]
Based on the equation (12), we can calculate

Oe(s,t)
0s

= (AW)AU(.,t+s),es(., SJ))L%xL%p

and hence

e(r 1) = /OT(A(.)AlU(-,H—s),es(-,s,t))szL%pds.
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Note that

Cos(tJ)F

ZcosftFCD szL2<I> (x)

and

el 5,1) = / Cos((s — ) TVAC)VALU (- + 7).
0

Thus we have

(A()AIU(7 t+ 3)7 68('7 S, t))L%XL%p

/Osgcosm(s—r)

(ACAUCt+7), 8n)payrz
(AC)AU (ot +5), n) o, g2 dr.
P

Using Cauchy-Schwartz inequality, by a detailed es-
timate, we can get that there are positive constants
Nj,j =1,2,3, depended only on a1, o such that

e(r,t) <

TNy /0 (/01 a(z)ur (z,t + s)d:c>2ds

+2r N, /0 ' ( /O la(x)ul(:z:,t+s)dx> x
< /0 1 b(x)ug(:c,t+8)da:>ds

+7 N /0 (/1 b(x)us(z, t+s)da:>2ds

< TNl/ da:/ / x)u?(x,t + s)dxds
+TN3/ da:/ / z)u3(z,t + s)dzds
+7’N2/ dm/ / z)ui(z,t + s)dzds
+7’N2/ dar/ / z)u3(z,t + s)dzds
e
< M/ / { z)ui(z, s) + b(x)ui(z, s)] dxds
where M = max{(TN; + 7N2)||a||1, (N2 +
TN3)|[6]]1}-

Let £(t) be the energy function of system (8).
From the section 2 we see that

dE(t !
d(t) = —/0 a(y)UL (p1, p2, a1, a2) (y, t)dy

1
- /O b(y)U2(p1, P2 a1, 42) (9, )y < 0.

E-ISSN: 2224-2880 106
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So

s [ [
f L

Therefore, we have

Y)UE(p1,p2, 41, 42) (y, 8)dy

y)U3 (p1,p2, a1, @2) (y, 8)dyds = E(t).

1
e(r,t) = 5
(X (e t7), X () = (X (7 1), X () |y
= %”(X('at"‘T)aXt('vt""T))_(P('at)’Q('vt))H”H
<ME@®) —E(t+T1)).

The desired result follows from above inequality. [J

3.2 The Proof of Theorem 2

Note that the vector from of system (3) is

Pz, t) = Q(z,t) + Sin(tT)A() A U(., t)
Qi(xz,t) = —-TJP(x,t) + Cos(tT)A()ALU(., 1)
+ A(z) AU (, 1)

P(z, ):p( )
(l’, ):QO( )

(13)
We determine its dual system as follows:

T
| TER@.TW ) + Q) ViE)
+ Q). V()
0, T2W(0) |+ (QU. V(D)) e

j%
T
/0

T =
-/

— JP(x,t) + Cos(tT)A()ALU(.,t)

P(t), T W(t)n

H

M\»—‘

._\

(z,t)+Sin(tT)A(.) Ay

U, 1), j%W(t))Hdt

_|_
S
ﬂ

+A( )AQU(.,t),V(t))Hdt

%
3

1), TTW (1 ))Hdt

e jzsm (r)A ()AlU(.,t),j%W(t)) dt

0 H

%

+ —JP(z,t),
0
T

+ Cos (tJ)A
0

V(t))mdt

()ALU( 1)
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dt

+ AU (0, V()

_ _/T(jép(x,t),jév(t))Hdt
TU

+/0 (Q(z,t), TW(t))gdt
T

+/0 (U (1), ALA()Sin(rT)W (t)) gt
T

+/0 (U(..£), Ay A()Cos(rT)V (1) gt

T
+/U (U 1), Ay AV (1)) et

where we have used the property of diagonal matrix
of A(x), A; and As. So its dual observation system
is

( Wi(x,t) = V(z,t), € (0,1),t>0
Vi(z,t) = =T W (x,t), €(0,1),t>0
W(x,0) = Wy, V(z,0) =V
Y(z,t)=C(W,V)
= A(x) AV (z,t) + A(x)A1Sin(rT)TW (., t)

+ A(x)A1Cos(TT)V (., 1).

(14)
So the closed loop system (8) can be resulted by the
collocated feedback of system (14)
) ( P(z,t) )
Q(z,1)

(o) = (5o
—C*C< ggg > (15)

Therefore, the exponential stabilization of the system
(8) is equivalent to the exact observability of the sys-
tem (14) in finite time (see [24]).

To study the exact observability of system (14),
we need the following Lemma.

Lemma 4 (See [16, Proposition 3.4], or [11, Lemma
4.1]) Let H be a separable Hilbert space, and J be
an unbounded positive definite operator. Assume that
J satisfies the following conditions:

e 7 has compact resolvent and its spectrum is

U(j) = {)‘n§n € N}-

e the spectra of J satisfy the separable condition
il;f VA= VAn}=0>0
m=*n

e the corresponding eigenvectors {®,;n € N}
with || P, ||z = 1 form a normalised orthogonal

basis for H.
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Let Y be a Hilbert space. Assume that C : D(J %) X

H — Y is an admissible observation operator for

( _(‘)7 é > Then the second order linear system
K(0) = Ko K(0)
Y(t) = C(K, Ky)

:Kl

is exactly observable in finite time on the energy space

H= D(j%) x H if and only if

(w%@>

We are now in a position to check the exact ob-
servability of the system (14) in finite time. In our
model, the space Y = H = L3[0,1] x L} 10,1]. T is
defined as in Lemma 3. If £ 75 EL ‘then the condition

2 of Lemma 4 is fulfilled. The Lemma 3 asserts that
®,, = (wn(z), on(z))? satisfy the condition 3. Obvi-
ously, C is admissible operator. According to Lemma
4, we only need to check the condition (16). Since

<w%@>

= A(2)Ag Py ()
FA@@)AL(TESin(rT)) T ——

2

inf >0

neN (16)

ae)
+pb<x><
I

P
)\nwn(az)

—isinT
—isin 7'\/ nen ()

(7 ><0ﬂ )

cosmﬁwn
cos TV Apipn(x
_ T)[ﬁl-i-oqe TV An |y, (1)
82 (8y + ase= V] pu () )
we have
2
H(w%@>
- 1/1 la(2)|[81 + are™ ™V wy, (x)Pdx
P Jo
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1
+}p /0 b(2) B + ase Vi (o) 2

—itvVAn|2 gl
_ ’/81+a1€2 /Opla(l')wn(w)Fdx

p
By + age VA2 1
+ 2 Ip]b(a:)gon(a:)lzdx.
P 0

If ;| # |B;], it holds that

inf |8 + are VA | > 0,
n

inf |8y + age I TVA)| > 0.
n

Set

1 4
M = min {2 inf |81 + ogle—zr\/ﬁ)‘Q7
p n

1

1 A
73 inf |82 + 0426_”@)\2}-
)

Then applying the condition (2) we have

H (qu%q))
( /0 1 pa’(x)w; (z)d+ /0 1 1,6 (z) g2 (x)dJJ)

c2 Cc2
> M (/ padw?(z )dx—i—/ I&%gpi(az)dw)
c1 c1

> M min{a3, b3} x

(/ iyt [ 1 )iz)

Note that

2
> M

1 1
=@l = [ e+ [ et

We can assert that

c2 c2
inf (/ pw? (z)dzx +/ L2 (x )dm)
c1 Cc1

Therefore, we have the following results.

Theorem 5 Suppose that & 7& DL g loj| # 1851,

7 = 1,2, then the system ( ]4 ) is exactly observable in
finite time.
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4 Conclusion

In this paper we extend the dynamic control design
from the boundary control with delays to the interior
local controls with delay for a Timoshenko beam. The
new control strategy stabilizes exponentially the sys-
tem for any time delay 7 provided that ;| # |5;],
j=12

Our contribution in this paper includes the follow-
ing two aspects:

1) We found out the transform

(o )=
Q(1) |
(Gulrr) sy ) (K0

e[ (Gna =93 ) pawc

That transfer the delayed second order system:

Ku(t)+ TK(t) = B(MU(®t) + AU(t — 7))
{ K(0) = Ko Ki(0) =K,

into a undelayed system:

Pi(t) = Q(t) + Sin(rJ)BAU(t),

Qi(t) = —TP(t) + Cos(rT)BALU(t)
+ BASU(1),

P(0) = Py, Q(0) = Qo.

The partial state predictive system is a realization of
this transform.

2) We find out the dual observation system of the
(P, Q)-system:

(( Wi(t) =V (1),

Vi(t) = =JW(t),

W (0) = Wo, V(0) = W,

Y(t)=C(W,V)

= NB*V(t) + AiB* T2 Sin(rJ) T2 W (t)
L +ATB*Cos(tT)V ().

Hence the negative feedback law U(t) =
the closed loop system:

Pi(t) = Q(t) —
Qi(t) = —TJP(t) -

+ BAC(P,Q)(t)
P(0) = Py, Q(0) = Qo.

This discoveries make us take directly transform for
second order system, and find out the closed loop sys-
tem. Therefore, the final work is to prove the exponen-
tial stability of the closed loop system. In the present

=Y (t) give

Sin(tJ)BA1C(P,Q)(t)
Cos(tJ)BALC(P,Q)(1)
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paper we mainly apply the dual principle to transfer
the exponential stabilization into the exact observabil-
ity in finite time. For more complicated model, we
need to prove the observation inequality for the dual
system. In the future, we shall focus our attention on
the exponential stability of the closed loop system.

APPENDIX

In this appendix we use the operator manner to de-
scribe the procedure in section 2, and find out all func-
tions in formula. To this end, we begin with introduc-
ing useful lemmas and theorems.

Lemma 6 (See[ll, Lemma 2.1]) Let the differential
operator in L% [0,1] x L%p [0, 1] be defined by

w]_ [ Ew'@)-¢@)
71u]= [“'f) <%m—w@4
D(J) = {(w(@), (@) € H2(0,1) x H(0,1) |
wmr:<o:o K('(1) = ¢(1)) = 0,
EIY(1 }

Then J is a self-adjoin and positive definite opera-
tor with compact resolvent in L2[0,1] x L%p [0, 1], its
eigenvalues are

D<M < <...< )\, < ...

and the eigenfunctions ®,(x) = (w,(z), on(z))”
corresponding to A, are real functions and form a
normalised orthogonal basis for L?)[O, 1] x L%p [0, 1].

Remark 7 (See[11, Remark 2.1]) Let d; = , /% and

do = \/P%I Then the spectrum of operator has two

branches that have asymptotic expressions as follows:

Ana = di Kn - ;)ﬂ g o(n™b);

2
An2 = d3 Kn - %)71’:| +o(n7Y), mneN.

We write equations (1) in the vector form:

()

‘(g?xﬁgi+g)<5ﬁ3>
(5 ) (o) (e
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8 ) (8 Gt
(uon)=o
(5 e ) (500 )=
(o )= (@)
(eem)=(00):
Set X(z,t) = (w(z,t),¢(x,t)T and U(z,t) =
(up(z,t), ug(x,t))T. Define 2 x 2 matrices by
a=(F m) 2=(54)

and define an operator I' y from H?(0,1) x H?(0,1)
to R? and a matrix function, by

-K
EI0,

Ko,

o= (5

With help of these notations, we can rewrite the sys-
tem (1) into

Xtt(x7 t) =+ jX(J}, t)

= A(z)(A1U(z.t) + AU (z,t — 7)), t >0,
X(0,t) =0, 'nvX(1,t) =0,
X (x,0) = Xo() = (wo(2), po(2))",
Xi(2,0) = X1 (2) = (wi(2), ¢1(2))"
a7
and the partial state predictive system (4) into
Xss(x, s, t) + j)?(m, s, 1)
= A(x)AU(z,t +s—71), s€(0,7),z € (0,1)
X(0,s5,¢)=0, TnX(1,s1t) =0,
X(2,0,t) = X(, 1),
X.(2,0,t) = Xy(z,1)
(18)

By Lemma 6, we can define two family of the bound-
ed linear operators on Lf, [0,1] x L% [0,1] by

sin \/ t
Cos(tJ)P Zcos\/ nt(P, ®y,) szLz D).
19)
Clearly,

%Sin(tJ)P — Cos(td)P,
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%Cos(tj)P =—-JSin(tJ)P.

We define the vector-valued function X (z,t) by

= Cos(tJ)Xo + Sin(tT)X
/ Sin((t —s)T)A(-)ALU(-, s)ds
/Sm ((t—9s)T)A()AU (-, s — T)ds.

It is easy to see that

Xi(x,t) = =T Sin(tT)Xo + Cos(tT) X1

/Cos ((t—s)T
/Cos ((t—s)T

Xtt Cl? t) = —jX($ t)
+A( )[AlU(ac t)—i-AQU(x,t—T)].

(£)A1U(z, s)ds

(£)AgU (2,58 — T)ds,

So X(xz,t) is a solution of system of equation (1).
Similarly, the function

(x,s,t) = C’os(sj) (.,

/ Sin((s —r)

is a formal solution of (4).
Denote the state of (4) at the moment s = 7 by

t) + Sin(sJ)Xu(., t)
(VAU (-t + 71— 7)dr

/\M
2
S

in((t = 5)J)
Cos((t — 5)J) ) A()AU(., 5)ds

i.e.,
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(Gl %QM o)
+/t <gi)z(( )A ) AU (., 5)ds
(20)

is the transform from (1) to (3). The corresponding
initial condition is given by

(P

_ ( Cos(trJ)  Sin(tJ)

_JSin(r.7) C.OS(TJ ) ) ( §TE§§ )
+/_OT< _C‘b;ztzi%) >A(.)A2U(.,s)ds

Cos(tJ)Xo + Sin(tJ) X1
— [0 Sin(sT)A() AU, 5)ds

—TISin(tT)Xo+ Cos(7T) X1
+ [0 Cos(sT)A() AU, 5)ds

In addition, we observe that
Cos(tJ)

( SZ((ztt; ) B ( _JSin(rT)
(7o) (x9)

*@mﬁ%ﬂﬁ%%%w>>
+/tt7< Cos((t — 8)T)

~JSin((t — ) j))A()AQU( s)ds
“(

0 (o)
+< cos(7T) A t) >

sin(7J)A()ALU(.,t)
Therefore, the (P, Q) satisfy the following equation

Sin(tJ)
Cos(tJ) > x

()ALU(, )—1— (x)A U(z,

Q(z,t) + Sin(rT)A()ALU(., 1)
)= —=JP(z,t) + Cos(tT)A()ALU(.,t
A(z)A2U(x,t)

NP(1,t) =0, P(0,t) = ( t) =0,
( ,0) = Po(x), Q(x,0) = Qo()

Py(z,t) =
Qt(

2D
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or equivalently,

/

pre(z,t) = qi(z,t)

o [y Hi(z,7,y)a(y)u (v, )dy
+az fol Hy (:E, T, y)b(y)uz (y7 t)dyv
p2,¢(, 75) = q2(x,t)

+ay fo Hs(z, 7, y)a(y)u(y, t)dy
+as [y Ha (2, 7.9)b(y)uz(y, t)dy,
Q1t(x t) ( Ix(xvt) p?,x(ajvt))
+ay fo Hs(z, 7, y)a(y)ui(y, t)dy
+a fo He(z, 7,y)b(y)u2(y, t)dy
+51 (z )U&(fc t),

QQt(-T t)— 1, p2xz( z, )
+1 (Pra(z, t) p2(z, 1))
+a fo He(x,7,y)a(y)ui(y, t)dy
+ag [y Hy(z,7,9)b(y)us(y, t)dy
+Eb()us(, 1),
p1(0,t) = p2(0,t) = ¢
K(p1(1,t) — pa(1,2)
EIpZ,ac(lat) - 07
p1(7,0) = G1(wo, Yo, w1, ¥1)(T)

—B1 [0, [y Hi(z,3,9)a(y)ui(y, s)dyds
—Bs fo fol Hy(x, s,9)b(y)ua(y, s)dyds,
p2(1’70) Gz(woa‘Pval?@l)(‘r)
—B1 [0, [y Hs(z,5,y)aly)ui(y, s)dyds
—B2 [°. Jy Halw,s,9)b(y)ua(y, s)dyds,
q(z, 0) Gs(woysOO,whsOl)(ﬂ?)
+51f fo Hs(x, 5,y)a(y)ui(y, s)dyds
—l—ﬂgf fo Hg(x, s,9)b(y)ua(y, s)dyds,
a(7, 0) G4(w07900,UJ17 v1)(z)

+61 [ fo Hr(z,5,y)a(y)ui(y, s)dyds

+/82 f,T fo HS -T)Svy) ( )UQ(y,S)dde.
(22)

(0,¢) =

1 (0,75)207
) =0,

The functions appearing in (22) are

;

Hy(z,s,y) = nz::I Sin(\/ﬁns) Wy (y)wn (),
Ho(z,s,) = nz::1 Sin%fns) on(y)wn (),
Hy(w,5,9) = 3 0un(y)pa(e),
H4(SU, S, y) - ngl Sini/%n’“g) ‘pn(y)SOn(ﬂf),
H5(.CE, S, Z/) = asHl(:U> S, y)

= 21 cos(VA\nS)wn (y)wn (),
HG(.’E, S, y) = aSHQ(xa S, y)

= Zl COS( \% /\ns)cpn(y)wn(:v)),
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and
H7g,s,y) = 0sHs(z, s,y)
= 22:1 cos(vAns)wn (y)en (),
HS&Z):; S, y) = 88H4($7 S, y)
= n; co8(v/An8)n (y)pn ()

and functions G, (Xo, X1):

o0
G X(),Xl Z |:COST\/ Xo, L2><L2
n=1
sin T
IV (3 ) )
n p*LT,
o0
GQ(XQ,Xl) = Z |:COST\/ X(), L2XL2
n=1
SIHT\/
R— (le(I)n)LQXL2 (pn(x)
An Ip
G3(Xo, X1) = Z |:COST\/ (X1, ® szLz

—\ﬁsmT\ﬁ (Xo, © L2><L2:| wn ()

o0

Z |:COST\/> X, ® Lngz
—V/ A sin v/ A (X0, @ Lngz]apn(a:).

G4(Xo, X1) =

n=1
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